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“New” AI Regulation
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AI-Specific Legislation

Colorado AI Act
• Effective: Feb. 2026

• First state comprehensive AI regulation*

• Focus on “high risk” AI systems

• Establishes duty of care to prevent algorithmic 
discrimination

• Establishes detailed documentation, monitoring, 
notice, and reporting obligations for deployers of 
high-risk AI

• Limited territorial and material scope

EU AI Act

• Tiered effective dates:

• Prohibition of unacceptable risk AI (Feb. 2025)

• Obligations for general purpose AI (Aug. 2025)

• All rules become applicable (Aug. 2026)

• Risk-based approach

• Creates obligations according to role with more 
burden-sharing between AI actors

• Establishes documentation, monitoring, notice, and 
reporting obligations for deployers of high-risk AI

• Expansive territorial and material scope



AI-Specific Regulation
Deployer obligations for 
high-risk AI



Deployer Obligations (CAIA) 1/2

Duty of Care

Use reasonable care to 
protect consumer from 

any known or reasonably 
foreseeable risks of 

algorithmic 
discrimination.

Risk Management 
Policy

Internal policy governing 
high-risk AI uses and 

describing processes and 
personnel used to govern 

algorithmic 
discrimination.

Impact 
Assessment

Annual assessment 
detailing purpose, 

intended use, risk of 
algorithmic 

discrimination, steps to 
mitigate such risks, 

description of data used 
and produced, 
performance, 

transparency measures, 
and post-deployment 

monitoring.

Pre-Deployment 
Statement of Use 

Consumer notice 
disclosing purpose of 
system, nature of the 

consequential decision, 
description of how the 

system assesses 
information to reach a 

decision, and sources of 
personal data processed.



Deployer Obligations (CAIA) 2/2

Publicly Available 
Statement

Public statement 
regarding the use of 

a high-risk AI 
system.

Data Privacy 
Rights

Right to opt-out of 
processing of 

certain profiling, 
right to correct 

inaccurate 
information.

Adverse Decision 
Rights

If adverse decision is 
made using high-risk 

AI system:
→ Explanation.
→ Opportunity to 
correct data.
→ Appeals 
procedure.

Attorney General 
Disclosures

Report to Attorney 
General any known 

or reasonably 
foreseeable risks of 

algorithmic 
discrimination 

(within 90 days).



Deployer Obligations (EU AI Act) 1/2

Avoid Misuse

Take appropriate technical and 
organizational measures, 

including human oversight, to 
ensure use of high-risk AI 

system is in accordance with 
the instructions for use.

Monitor the operation of the 
high-risk AI system on the 

basis of deployer instructions.

Prevent Harm 

If reason to believe that using 
high-risk AI system in 

accordance with instructions 
may adversely affect 

individuals’ health, safety or 
fundamental rights:

→ inform, without undue 
delay, the provider or 

distributor and the relevant 
market surveillance authority.

→ suspend the use of the 
high-risk AI system. 

Report Serious 
Incidents

Immediately (within 15 days) 
report any “serious incident” 

to provider, importer, then 
market surveillance authority.

Fundamental 
Rights Impact 
Assessment

Assessment must consider the 
processes in which the high-

risk AI system will be 
employed, the duration and 
frequency of its usage, the 

categories of individuals 
affected, the specific risks of 

harm, the measures for 
human oversight, and the 
actions to be taken if risks 

materialize.
Required prior to “first use” of 

certain high-risk AI systems.



Deployer Obligations (EU AI Act) 2/2

Input Data

Ensure that input data is relevant 
and sufficiently representative in 

view of the intended purpose of the 
system.

Retain logs of information 
generated by high-risk AI

Retain the logs automatically 
generated by the high-risk AI 

system, to the extent that such logs 
are within deployer’s control, for a 

duration appropriate to the 
system’s intended purpose but of at 

least six months, unless provided 
otherwise in applicable EU or 

national law.

Transparency

In certain contexts, inform persons 
that they are subject to the use of a 

high-risk AI system. (critical 
infrastructure, education and 

vocational training, employment, 
worker management, and access to 

self-employment)
Inform workers’ representatives 

and affected workers that they will 
be subject to the use of a high-risk 

AI system.



Building an AI 
Governance Program



AI Lifecycle

Source: Department of Industry, Science and Resources, Safe and responsible AI in Australia: Proposals paper for introducing mandatory guardrails for AI in high-
risk settings, September 2024.



NIST AI RMF – “Core” Overview

Source: NIST AI 100-1, Artificial Intelligence Risk Management Framework (AI RMF 1.0)



NIST AI RMF – ”Core” Functions 1/2

Source: NIST AI 100-1, Artificial Intelligence Risk Management Framework (AI RMF 1.0)



NIST AI RMF – ”Core” Functions 2/2

Source: NIST AI 100-1, Artificial Intelligence Risk Management Framework (AI RMF 1.0)



End of Session I

Questions?

Please return by 3:15pm for 
Deploying AI System II: Practical Perspective 



October 23, 2024 

Deploying AI Systems II: 
Practical Perspectives



Speakers

Julian Flamant
Principal
Data Protection Counsel PLLC

Tatiana Rice
Deputy Director of U.S. Legislation
Future of Privacy Forum

Pollyanna 
Sanderson
Regulatory Compliance Lead for 
Privacy & AI
IBM

Lindsay Vogel
Lead Privacy Counsel
Bumble


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25

