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COVID-19 Impacts and Considerations

The global COVID-19 pandemic has caused unprecedented disruption and change in every aspect of our lives. In spite of these changes, efforts to consider data governance frameworks for the United States (U.S.) appear even more relevant.

Since early 2019, the Federal Reserve Bank of San Francisco has engaged in focused research to understand data as a complex policy area, with a particular focus on the potential roles of individuals in the data ecosystem. This effort has culminated in the white paper, “The Role of Individuals in the Data Ecosystem: Current debates and considerations for individual data protection and data rights in the U.S.” The majority of the paper was completed prior to the COVID-19 crisis therefore considerations relative to the pandemic are not explicitly addressed. Despite this, many of the data governance concepts that are presented for consideration and discussion remain directly relevant.

In particular, the current crisis has highlighted the tensions that can occur between individual preferences and societal preferences with regard to data; the importance of broad data protection; and the value of data portability and digital infrastructure.

HEALTH AND DATA IMPACTS
To contain the spread of the virus, public health officials have indicated that it is essential to track infected, and potentially exposed individuals. Technology, and the collection and use of data, can facilitate this, but it can also expose individuals to privacy and security risks both now and in the future. Many countries are using mobile phones, and mobile phone applications, to gather a range of data including GPS locations, phone-to-phone proximity, and individual daily health status. The full impact of these data activities is still unknown, however two challenges have already surfaced that underscore issues and concepts raised in the paper.

The first challenge is that for both digital contact tracing and the reporting of health status, it is more effective if a majority of the population participates. Unfortunately, many Americans report that they are unlikely to voluntarily take part in this kind of data collection. This tension highlights the larger issue raised in the paper, of when individual rights around data, such as consent to collection, could come into conflict with other policy goals.

The second essential challenge that has surfaced thus far is that the information being collected and used in the pandemic response is particularly sensitive, such as health status, and can be challenging to anonymize, or disassociate from specific individuals. This second challenge underscores the importance of strong data protection requirements across entities that incorporate both cybersecurity and internal conduct expectations, a concept raised in the paper.
ECONOMICS, DIGITAL LIVES, AND DATA IMPACTS
To facilitate the economic response to the pandemic there has been a clear and pressing need to make data available quickly and securely for consumer authentication and loan underwriting. Furthermore, COVID-19 has highlighted the importance of effective digital infrastructure to facilitate economic responses such as stimulus payments to individuals, and to enable increasingly digital lives. Unfortunately, these needs have exposed a lack of standards and processes for sharing information, and the limitations of aging technical systems. The value data portability processes, as well as adequate infrastructure, are also issues raised in the paper.

Currently, there are not standardized systems and policies in the U.S. for moving data quickly and securely between diverse financial service providers in order to facilitate activities such as lending and payments. The paper delves into the potential of data portability as right for individuals, as well as the value of consistent and secure systems to facilitate such a right.

During the COVID-19 crisis there have been reports of individuals, primarily in rural and marginalized communities, that do not have the internet access or computing resources necessary to work or attend school remotely. As lives become increasingly digital it is essential to consider how the U.S. will create, update, and maintain adequate digital infrastructure for everything from baseline needs such as internet access, to more complex systems such as facilitating payments. The importance of digital infrastructure to support both data rights and data protection is emphasized in the paper.

ESSENTIAL COVID-19 DATA CONSIDERATIONS
In addition to the issues and concepts raised in the paper, COVID-19 raises additional questions:

Where does increased data collection have the greatest opportunity to help? There is limited evidence that using data to monitor locations or proximity at the individual level is effective at identifying those who may have been exposed to the virus, compared to traditional contact tracing. More work is needed to determine which types of data are actually necessary and effective.

Which entity/entities will be doing the actual data collection, and for what purpose? Currently, the most important consideration is determining which entities have the capacity to engage in these activities immediately and securely. For the U.S. that capacity rests largely in the private sector. Unfortunately, today there are limited avenues to hold private companies accountable for data security and conduct.

What rights will individuals have relative to data collected and used during the pandemic? This pandemic highlights the tension between individual agency and broader societal needs. An important distinction can be made between limiting choices now, and still providing them in the future. There may be opportunities to provide individuals with rights that can enable them to
review data collected and take actions—such as having data deleted—at a later date, even if those options are not available today.

**How do we build data systems for the crisis that can be monitored, and reconsidered after it is over?** The data systems that are built to deal with the pandemic today do not necessarily need to define U.S. data governance in the future. Once the pandemic has subsided, the country can hopefully learn from these crisis efforts, as we endeavor to make changes and build more permanent governance frameworks. Some companies⁹ have already developed voluntary data conduct guidelines for the pandemic, and these standards, along with consistent security approaches could be used as starting point for future systems.

**MOVING FORWARD**

While data governance may understandably be a lower priority when lives are at risk, using data for the benefit of citizens and to help the U.S. weather this pandemic can happen in tandem with individual data protection and data rights.¹⁰ The country has an opportunity to examine the role of data under these current challenging circumstances, even as it assembles guardrails and infrastructure that can help respond more quickly and confidently in the future.
Executive Summary

We are living in a time of immense technological change, driven in part by our ability to capture data, convert it into new information, and use that information to inform decision-making, automate activities, and develop new products and services. This use of data, and the insights that it can provide, are impacting every aspect of our lives. Today, information is fueling massive business growth and helping individuals by enabling more personalized experiences, providing visibility into complex relationships such as financial services and health, and aiding in decision-making.\(^{11}\)

Unfortunately information is also used to manipulate actions, exploitatively target people, discriminate on improper grounds, and open once intimate spaces up to unforeseen dissection and analysis.\(^{12}\) These benefits and risks are increasing as more data are collected and used,\(^ {13}\) and they directly affect every person in the U.S., and therefore the country as a collective whole. The global COVID-19 pandemic has further emphasized this tension. As society seeks new ways to track and monitor the virus and even more daily activities become digital, concerns around privacy and data security continue to grow.

A range of stakeholders and policymakers are acknowledging the need to more proactively balance the benefits and risks of this data explosion,\(^ {14}\) and there are robust conversations occurring across the country around the potential for improving and expanding U.S. data governance regimes.\(^ {15}\)

An essential question that weaves through this dialogue is the role of individuals themselves in judging these benefits and risks, and managing data directly.

Terms such as “control”, “choice”, and “ownership” over data are increasingly being used to describe the roles that individuals could play in this ecosystem. These words underscore a shared acknowledgment that there is inherent value in individuals playing a role relative to data, but a fundamental question remains around what type, and what amount, of individual management is actually reasonable to expect in such a large and technically complex ecosystem. There are also questions regarding what needs to change within technology systems to make management choices and control truly meaningful.

Currently, information related to each of us is constantly collected and used, and there is often little we can truly do about it.\(^ {16}\) The most meaningful action that individuals can take around data today may be to not use digital services at all. Doing so potentially cuts them off from the benefits of personalization, improved efficiency, and necessary activities such as school and work.\(^ {17}\) Individuals themselves are increasingly aware of this reality, and report feeling a lack of
both protection and control with regard to data, while still acknowledging the value of information for creating innovative products and services.\textsuperscript{18}

Creating a U.S. data governance regime that more deliberately balances benefits and risks and creates an enhanced role for individual choice and autonomy is an exciting proposition and may be more necessary than ever,\textsuperscript{19} but it is also uniquely challenging. This kind of undertaking would affect individuals and businesses across the county, and requires careful consideration of issues concerning privacy, cybersecurity, innovation, inclusion, domestic competition, international trade, and more.\textsuperscript{20}

The Federal Reserve Bank of San Francisco (SF Fed) has undertaken research, policy analysis, and stakeholder outreach throughout 2019 to help provide a nuanced and neutral perspective on the issues described above, with a particular focus on the potential roles of individuals themselves. It is the goal of this report to help examine the complexity of data as a policy area and offer data governance concepts for consideration and further discussion. Another contribution of this work is to offer consistent terminology that can be used to describe data governance goals moving forward.

This work builds upon a number of public and private efforts that have offered common principles for data governance including the Consumer Financial Protection Bureau (CFPB),\textsuperscript{21} the American Law Institute (ALI),\textsuperscript{22} the Financial Health Network,\textsuperscript{23} the Consultative Group to Assist the Poor (CGAP),\textsuperscript{24} the World Economic Forum (WEF),\textsuperscript{25} and others.\textsuperscript{26} Of particular importance to this work was a symposium hosted by the SF Fed and FinRegLab, a nonprofit innovation center that tests new technologies and data to inform public policy and drive the financial sector toward a responsible and inclusive financial marketplace, on November 4 - 5, 2019 entitled, “The Role of Consumers in the Data Ecosystem”.\textsuperscript{27} The event provided a forum to test and refine some of the ideas considered as part of this research. While the Symposium contributed to the concepts in this report, the detail and analysis stand alone as a larger project.

The analysis and recommendations presented in this report should not be interpreted as opinions of symposium partners, advisors, or participants, reviewers of this report, the Federal Reserve Bank of San Francisco, or the Board of Governors of the Federal Reserve System.

This report contends that while control over data has the potential to empower individuals and create new benefits, that concept alone cannot address the full range of challenging, and intersecting policy issues that the data ecosystem gives rise to.
In particular, there is an important distinction between enabling individuals to manage data, and expecting them to take action as a form of protection or to achieve other policy goals.

The paper is presented in two parts. Part 1 is intended to unpack and analyze many of the key debates and challenges that have been raised relative to individuals’ role in the data ecosystem. Based on the analysis in each section, key takeaways are offered that focus on benefiting and protecting individuals, while highlighting particular legal and technological complexities to keep in mind.

REFRAMING FROM “DATA OWNERSHIP” TO “DATA RIGHTS”
It is easy to say we should “own” data about ourselves, but creating legal and administrative structures for individual “ownership” of data would be exceptionally complex. Furthermore, an ownership framework that treats data primarily as a commodity, or in monetary terms, could have negative consequences for other policy goals. A shift is proposed away from the framing of “ownership”, and instead towards a broader concept of “data rights”.

THE LIMITATIONS OF INDIVIDUAL CONSENT
Notice and consent regimes are broadly used in the United States to give individuals a role relative to data, but given the complexity of technology and the volume of digital interactions today, it places too heavy a burden on individuals to protect themselves. This system is profoundly broken and there are significant challenges to improving it. One potential approach is to move away from detailed consent and introduce a legitimate purpose requirement across all data activities. To meet a legitimate purpose requirement data activities would need to be necessary for the product or service requested and safe for the individual.

THE CRUCIAL CHALLENGE OF EQUALITY
The benefits and risks of data collection, processing, and use occur differently across diverse populations and therefore data protection and data rights will impact individuals differently. More research is needed to understand the needs and preferences of diverse populations relative to data, and to explore systems that could customize experiences and reduce management burdens. A particular focus on populations already under-represented in the design of, and access to, digital technology is especially warranted.

BALANCING INDIVIDUAL RIGHTS AND COLLECTIVE GOALS
There are a multitude of policy goals that interact with data and information. Siloed approaches to data governance that focus only on one policy objective may inadvertently interact with other goals and considerations. A multi-disciplinary, multi-sector approach to the creation and implementation of data governance can help reveal and address these policy intersections.
CURRENT U.S. DATA GOVERNANCE

U.S. laws that include data governance elements can yield important lessons about the effectiveness of particular approaches and where changes may be warranted in policy design and implementation going forward. **There are gaps in protection and confusing overlaps across current U.S. data governance laws. A broad, baseline approach to data governance could help address these issues.** There is also the potential to accomplish shorter-term improvements while larger structures are developed.

Part 1 seeks to demonstrate that while agency is important to respect the dignity and diverse needs of individuals, there are limitations to individual data control as a tool given the complexity of digital interactions today, and in light of other policy considerations. Part 2 of this report strives to address these tensions through a two-sided data governance framework that includes both individual data protection and individual agency through active data rights. The scope of this idea is broader than any current Federal, State, or sector-based regulation, and is intended to be a conceptual design that can serve as a base for further refinement and adaptation.

THE FOUNDATION: INDIVIDUAL DATA PROTECTION

It is challenging, and maybe impossible, to quantify the exact risk that data can pose to individuals. Harm from data can come from external attacks or internal misuse of data by companies. Entities that use data, and how those data are used, blend across traditional sectoral and regulatory boundaries, and techniques used to “de-identify” data in order to protect individuals are largely ineffective. To address these realities, a comprehensive data protection structure is proposed that would apply to all entities that collect, process, and use data. This structure would specify both security and conduct standards, such as a legitimate purpose requirement, and would extend protections to cover “de-identified” data. The goal of this proposal is to create a clear, navigable, and baseline ecosystem for all entities, and to enable the subsequent active data rights framework. An essential premise of individual data protection is that **individuals should not need to take any affirmative actions, or exercise any ‘rights’, in order to experience data protection.**

A PROPOSED SPECTRUM OF ACTIVE DATA RIGHTS

Building upon the foundation of individual data protection, enabling individuals to directly act on information related to them can improve well-being, and may stimulate innovation, inclusion, and competition across markets. However, those considerations must be balanced with other social and policy goals, and an acknowledgment of how active data management on the part of individuals could create new cognitive, time, and resource burdens. To address these considerations, **a bundle of active data rights is proposed that is structured into tiers that vary the rights available to individuals across circumstances.** Certain rights are foundational and apply across all situations, and others vary based on the intellectual property that entities
contribute, how close data activities are to the original legitimate purpose of collection, and the risk of certain data and data formats.

**Figure 1. A Spectrum of Data Rights**
The pyramid base applies more broadly, while the availability of rights is reduced in subsequent tiers to account for other policy considerations.

---

TECHNOLOGY AND BUSINESS MODELS TO SUPPORT INDIVIDUAL DATA RIGHTS

While a broad framework for individual data protection and active data rights can help change the current data landscape for individuals and businesses, there is also a need for new market-based innovation and business design that can support these data governance structures. Ideally governance structures can both incentivize these evolutions, and benefit from them.

Across all of the analysis and ideas presented in this paper, there are common barriers to achieving broad changes to data governance: (1) complexity across current and future systems, (2) tensions with existing law and precedent, and (3) limitations to what technology can accomplish for data management today. Because of this, more collaboration and research are needed across all of the elements of individual data protection and active rights described in this paper.

This report, and the concepts within it, are intended to stimulate conversation and provide a forward-leaning set of ideas to be vetted and refined collectively. The SF Fed looks forward to continuing to explore the potential for broad data governance in the United States.
Project Scope, Definitions, and Background

Scope

The collection, processing, and use of information has become so expansive that traditional sectoral and regulatory boundaries are blurring. While the mandate of the SF Fed is rooted in financial services this paper is framed broadly across all U.S. contexts. Given the history of data governance within financial service laws, and the multitude of domestic and international conversations around data related to this sector, this research provides examples from financial services, but that is not intended to confine the conversation. Parallel issues, and conversations are arising across many sectors and jurisdictions, and taking a broad approach to this topic has the potential to stimulate learning and innovation. However, while it is the hope that this research can apply more broadly, additional work is needed to test the relevance of these ideas for other sectors.

The ideas put forth in the report are intended to apply to all organizations that handle data, both public and private, and any data related to individuals that are used for a commercial or public purpose. The discussion does not consider data that are gathered for an individual’s personal use, such as a list of friend’s addresses.

Definitions

A variety of terms related to data, data governance, and data rights have been used interchangeably as this debate has evolved in the U.S. A secondary goal of this report is to establish a shared language, and understanding, around the terms used to describe data governance and individual control.

This paper uses the term “individual” for the majority of the discussion, in lieu of the terms “consumer” or “customer”. These terms are often used with an expectation of a direct commercial relationship between a company that is handling data and the individual to which the information relates, however a significant portion of data collection and handling occurs among entities without a direct or meaningful connection to the affected individuals. Examples of this include service providers, large unseen data brokers, and arguably many websites that are visited simply for information or enjoyment. Thus, the term individual is intended to avoid embedding assumptions about direct relationships and to focus on natural persons in order to create a collective understanding. Furthermore, information about individuals can be intimately tied to dignity and concepts of personhood, and the term “individual” is intended to remind readers of this sensitive linkage. The section of the report that deals with existing law, Current U.S. Data Governance, will revert to using the terms “consumer” and “customer” for clarity when used as terms of art under existing statutes. Many of the same concerns that apply to individuals may also apply to small business owners, but that was not the primary focus of this project and
more research is needed to assess the extent to which the concepts presented in this report could apply to small business more broadly.

The term “agency” is used across this report to indicate an individual’s ability to take action, and as a synonym for active data rights. The elements of individual agency around data that are discussed and considered for this paper include the concepts listed below. These reflect various active data rights that have been provided to individuals in both domestic and international contexts to date, but there may be other actions available to individuals that have not been conceptualized, or codified anywhere yet.

- Visibility into information to be collected; and previously collected
- Visibility into how information will be used; and the subsequent impacts of those uses
- Initial and ongoing consent for collection, processing, and use
- Revocation of consent for collection, processing, and use
- The ability to review for, and request the correction of, data errors and omissions
- One-time porting of data between entities, or provision directly to individuals
- Ongoing transfers of data between entities
- Deletion of held data

Data discussed in the paper are broadly defined as any information related to an individual that are used for a commercial or public purpose. As will be discussed in subsequent sections, this includes both “identified” data and “identifiable” data, despite the fact that much of current U.S. law only applies to “identified” data. Furthermore, this report takes a broad approach to what is classified as “identifiable” data. An example of “identified” data is information, such as income, attached to information that is unique to individuals, such as a name or social security number. Name and social security number are examples of unique pieces of information that are typically called “direct identifiers”. “Identifiable data” is a broader category that refers to any pieces of information that could reasonably be associated with a particular individual. For example, if a data set contains information about income, job title, and job address, there is a limited group of individuals that that information likely relates to. Given the large number of data breaches that have occurred, it is reasonable to assume that even data that does not include “direct identifiers” can be combined with information from other sources in order to identify specific individuals.

The phrase “data collection, processing, and use” is used interchangeably with the umbrella term “data activities”. Both of these are meant to capture the breadth of actions that entities may take around data. Data collection refers to the initial creation, or capture, of data about an individual whether through entry onto a form, tracking through technology, or other means. Examples of data processing include standardizing data into a consistent format, performing analysis on it, and the storage of data for future uses. Data use refers to the eventual product or service that the
data are enabling, such as a credit decision. These terms are also intended to align with the term data “processing” used in Europe’s General Data Protection Regulation (GDPR), defined as, “operations performed on personal data such as collection, recording, organization, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or combination, restriction, erasure or destruction”.

The phrase “data governance” is used broadly across the report to indicate any formal policy or market-based structures that direct, enable, or prohibit data activities. References to “stakeholders” in this report refers broadly to policymakers, researchers, and leaders across regulation, legislation, market entities, academia, advocacy, and beyond.

The difference between “privacy”, “individual data protection”, and “active data rights”:
The term privacy is frequently used together, or interchangeably with other ideas such as data protection and data rights. For the purposes of this report, and the broader data governance dialogue, the concepts are defined, and differentiated in the following ways:

**Privacy**: Defined as “the quality of being apart from observation or intrusion”. This term first appears in English common law and was focused primarily on defining areas where an individual was free, and separate, from the state. Stemming from this concept, privacy was declared a human right by the United Nations following the state-led atrocities of World War II. In the U.S. the Constitution does not explicitly provide for a right to privacy, but the courts have established a broad precedent for privacy that covers everything from libel, protection from government action, to Roe v. Wade. Despite its breadth, this precedent still focuses primarily on protecting privacy from intrusions by the state or other individuals.

As businesses are increasingly able to collect, process, and use data, the concept of privacy has been expanded to also consider being apart from observation or intrusion by a company or non-governmental entity.

While the concept of privacy is powerful in its familiarity and history, it is increasingly challenging to make actionable. Many interactions with technology, by their nature generate data about individuals which could be considered observation or intrusion. It is also unclear when various activities, such as automated decision-making, may cross the line into “intrusion”. This ability to constantly observe individuals, and intervene at moments of decision-making, has powered innovation and benefit, but it is challenging to clearly define when data activities become intrusive and objectionable. In this new world of constant observation, additional terms and clarifications are helpful in articulating what it means to truly have “privacy”.

**Individual data protection**: The data security and conduct expected from business with regard to information collection, processing, and use. Individuals do not need to take direct or affirmative actions in order to experience data protection.

**Active data rights**: Actions that individuals have a right to take with regard to information collection, processing, and use. Individual rights are supported by, and occur in addition to, data protection.
Drawing a distinction between data protection and active data rights borrows from the philosophical distinction between positive and negative liberties. The concept of negative liberty (protection) is the idea that individuals have a right to be free from interference, in this case risk and harm relative to data. Positive liberty (rights) is the idea that individuals will be entitled to act independently, in this case asserting various forms of control over data.

The distinction between protection and rights is the difference between legal prohibitions on certain data activities and an individual providing consent to permissible uses of information. This distinction is important but does not suggest that these are mutually exclusive concepts. In fact, individual data rights often cannot be truly actionable and safe without imposing some direct requirements on companies. Combining individual data protection with active data rights creates a policy framework that may help to achieve a broadened, more actionable form of privacy for digital interactions.

Background

It is part of the mission of the Federal Reserve System to promote the stability of the financial system, contain systemic risk, ensure the safety and soundness of financial institutions, and promote consumer protection. Data, and the information derived from data, create both value and risk for individuals and businesses, and therefore, the economy. Given the scale and speed at which data are collected and leveraged today, the SF Fed seeks to facilitate an ongoing dialogue on these issues in order to better understand current and potential future systemic impacts to the U.S. In addition to the economy-wide impacts of data, two issues that are directly affecting supervised financial institutions are the developments around individual data control and portability structures, and required compliance with new privacy laws.

Navigating a path forward among such complex issues requires a collective approach between private and public entities and across sectors and disciplines. In an effort to facilitate this broad collaboration the SF Fed and FinRegLab, a nonprofit innovation center that tests new technologies and data to inform public policy and drive the financial sector toward a responsible and inclusive financial marketplace, co-hosted a symposium on November 4 – 5, 2019 entitled, “The Role of Consumers in the Data Ecosystem”. This event drew together 130 experts from regulation, consumer advocacy, for-profit entities, and academia, with experience across financial services, health, education, and international contexts. The symposium was a culminating event for this broader research project and explored the considerations and tradeoffs around individuals taking a more active role in managing data. Discussions covered topics such as balancing protection with individual agency, legal concepts of ownership, the challenge of informed consent, diversity and disparate impact concerns, and tensions between societal and individual goals.

This report is not a summary of that event. Instead it captures the foundational research that fueled the symposium discussions, and integrates the rich, interdisciplinary discussions from the
event into the analysis of the research and the subsequent ideas. Specific elements from the event that influenced this report are highlighted below.

- The Data Symposium started with a focus on individual agency, but there was an acknowledgement that agency alone is not enough. A framework for individual data protection is needed as well.
- Participants felt that data protection needed to balance reducing risks for individuals, with enabling ongoing use of data for innovation and research.
- A variety of experts found the framing of individual data “ownership” challenging. A key element of this discussion was the reality that data are jointly created with businesses.
- There was wide acknowledgment of the drawbacks to the current system of notice and consent. The idea of “legitimate purpose” test for data activities was discussed relative to its use in international contexts.
- There was broad consensus that frameworks for data protection and individual agency could not be developed by only the private or public sectors. This must be a combined effort.
- Gaps and complexity across current U.S. data governance laws were unpacked and debated.

Overall, the Data Symposium drove deeper and broader considerations for this research, and while many of the recommendations in this report were not specifically discussed during the event, it served as inspiration.

**The Emergence of the Data Economy: Risks, Opportunities, and Challenges**

By 2025, the sum of all digital data ever created globally is expected to reach 175 zettabytes, up from 40 zettabytes as of 2019, 1 zettabyte as of 2012, and 5 exabytes as of 2000. To store all of that information in 2025, the world would need 23 stacks of CD-ROMs, each tall enough to reach from the Earth to the Moon.

Industries vary in their contributions to this data explosion and their use of the information produced. Across a growing number of economic sectors businesses increasingly need to generate, access, analyze, manage, and store data to stay competitive. The inherent potential of data can be seen in large market valuations for companies primarily driven by the number of users, rather than profitability. Even in traditional industries, digitization of information is causing substantial creative disruption by reducing costs and barriers to entry, enabling greater tailoring of products and services, and providing new ways to predict and manage risks. New technology companies that depend on new forms and flows of information are growing rapidly.
For example, fintech companies have grown from only 5 percent of the personal loan market in 2013, to 38 percent of the market in 2018.\textsuperscript{51}

Individuals are also clearly participating in both the production, and consumption of data. Today, 81 percent of Americans report owning a smartphone,\textsuperscript{52} and nearly 70 percent own “smart” products such as internet connected doorbells or virtual assistants.\textsuperscript{53} Over the next five years, individuals’ average daily digital interactions are expected to rise from 700 to nearly 5,000,\textsuperscript{54} and many of those interactions will likely include the collection and sharing of data. Furthermore, individuals are increasingly generating data not only in the use of physical devices, but just by traveling in public and company spaces. Digital billboards are in use that identify phones that pass by and collect data from them,\textsuperscript{55} and audio and visual recordings are increasingly being taken as we go about our daily lives, and are then packaged and sold to opaque buyers.\textsuperscript{56} This revolution is creating new norms around pervasive data collection and broad uses of information, and while it is providing benefits to business and individuals, there is growing concern about its emerging risks.

The financial services industry, which has always been an information-dependent sector, is both a microcosm and an amplification of these trends and tensions. Financial services providers have been deploying data-based analyses for decades, even centuries, to calculate risk and return around lending, investments, and other products. The speed, scale, and reach of these tools were limited by the format of the information during early stages of digitization, but advances in technology have changed that. Improved electronic data access and other technical innovations are increasing the predictive accuracy, speed, and efficiency of data processes, as well as permitting increasing product personalization. At the same time, these activities are raising new versions of long-standing policy concerns around bias, privacy, safety, and stability. For example, use of data that omits certain populations or reflects the results of previous biased decision-making may lead to inaccurate credit predictions, improper biases, and exclusionary pricing.\textsuperscript{57} There are also sharp disagreements around the risks and opportunities of data flowing between entities that sit outside of traditional financial supervision.\textsuperscript{58} This has prompted discussion of what should lie within the regulatory perimeter, and how technology activities should be supervised.

Over the past 50 years, industry and policymakers have worked to keep up with the evolving issues presented by exponential rates of data generation and usage. As this revolution has accelerated, stakeholders have focused on two primary and interrelated concepts to manage the risks and opportunities of data: protection and individual agency.

Concepts of both individual agency and individual data protection, were first introduced in the U.S. in 1970 under the rubric of Fair Information Practices (FIP) presented within federal agency reports.\textsuperscript{59} The original FIPs touched on the active rights of transparency or visibility into data activities, consent, correction, and the broad concept of protection. These concepts are part of this report’s framework of active data rights. The approach of the original FIPs also highlights the
The long-standing acknowledgement that these concepts are interrelated and it is more effective to address them together than separately.

The FIPs were the first discussion of standardized concepts such as transparency, consent, and security for the digital economy. The proposed FIPs were partially adopted into federal law in the U.S. through regulations such as the Fair Credit Reporting Act (FCRA) of 1970, the Privacy Act of 1974, the Health Insurance Portability and Accountability Act of 1996, and the Gramm-Leach-Bliley Act of 1999. These laws did not incorporate FIPs comprehensively but instead adopted select elements. For example the sector-specific approaches in finance and healthcare incorporated more elements of protection into statutes, but varied their provision of rights. Outside of specific laws, the Federal Trade Commission (FTC), through a series of public workshops in the 1990s, encouraged the use of disclosures and seeking consent for data activities, and these became the primary forms of agency available to individuals in digital interactions. The broad use of notice and consent will be discussed in more detail in this report’s section on The Limitations of Individual Consent. This piecemeal approach to the adoption of FIPs has resulted in a U.S. data protection system with a limited scope of applicability based on sector and entity type, and a lack of actionable data rights.

Outside of the U.S., the FIP concepts gained greater traction, starting with efforts by the Organization for Economic Cooperation and Development (OECD). The OECD recommended Fair Information Practice Principles (FIPP) in 1980 that added detail and specificity to the original concepts. These principles spread throughout the world and most recently have served as the foundation for broadening data governance frameworks in Europe, Australia, India, and beyond.
New frameworks such as GDPR, the Australian Consumer Data Right, and constitutional privacy protections in India have now established even broader concepts of data protection and individual agency that go beyond what the OECD proposed. These new governance regimes create a new baseline to consider relative to information practices.

**Figure 2. Introduction of Fair Information Practices Concepts Globally**

Both the increasing pace of data innovation and these new international responses are driving interest in revisiting comprehensive data governance in the U.S. There is a recognition that the sectoral focus of current laws is breaking down as the borders between business types and data types erode, and that existing U.S. frameworks do not support the current digital needs of individuals and innovators. Furthermore many U.S. entities with global footprints are already implementing data governance laws based in other jurisdictions.

This growing focus on U.S. data governance has manifested in a variety of ways. On the government side there has been a spate of activity, albeit much of it disjointed. Fifty states, D.C., and a number of U.S. territories have passed laws requiring notice to individuals if personal data has been breached. In 2010, following the financial crisis, section 1033 of the Dodd-Frank Wall Street Reform and Consumer Protection Act established the right of individuals to access digital financial records. In 2012, the Obama administration attempted to create a privacy bill of rights, but it was never taken up by Congress. Most recently, California introduced the California Consumer Privacy Act (CCPA) which incorporates some of the newer information practices introduced overseas, like the right to deletion. Other states are watching CCPA implementation and considering their own actions. Data privacy is clearly on the minds of the 116th Congress, which has introduced seven largely bi-partisan bills that touch on data privacy in some way. A wide range of non-governmental stakeholders has also created an array of data governance proposals. Trade associations, consumer advocates, academics, and more have produced white papers, principles, and legislative proposals, and have even formed entirely new entities to deal with this data revolution.

While this level of activity speaks to the importance and urgency of U.S. data governance, the impact to date has largely been more inconsistency and uncertainty. The responses by Federal
and State regulators and legislators are contributing to fragmentation and complexity around what information, entities, and individuals are covered under various laws. Industry efforts are laudable but are encountering competitive and coordination roadblocks. As the U.S. continues to iterate on this patchwork of potential solutions, technologies that enable faster and more extensive data activities continue to evolve, a handful of companies are establishing increasing dominance across digital and physical commerce, and other countries are developing their own competitive technologies and regulations. These realities complicate the evolution of U.S. data governance.

This history and the current challenges require a nuanced yet comprehensive approach. Although many stakeholders share broad conceptual goals for improving data protection and individual rights, they often disagree over the detailed tradeoffs, policy tools, and implementation standards. As reliance on data continues to deepen and expand across countries and sectors, policymaking will need to be bold, and incorporate a deep understanding of context and potential impacts. The U.S. is an exceptionally innovative and persistent country and these characteristics are needed for a fundamental shift in how the country approaches data.

PART 1: ANALYSIS

Reframing from “Data Ownership” to “Data Rights”

The increasing focus on individual data control in the U.S. has evolved into calls for direct “data ownership”. The focus on the term “ownership” likely stems from how data are treated by companies in business relationships. Data are treated as an asset by many firms, and technology companies are amassing vast profits through data collection, processing, and use. Many of these companies reinforce an “ownership” narrative by highlighting that their services are free because customers are choosing to exchange data rather than money. If data are already treated as an asset by businesses, and we are told that it has a tradeable value for us, it is a natural leap to think about data related to individuals as something they can “own” like property or money. The concept of “ownership” also resonates because it typically provides legal protections, like the rights that property owners have against intrusion into a home, and gives individuals the freedom to generate value directly, like the ability to invest money, or rent out property.

Individuals themselves also use the phrase “my data” when referring to information related to themselves. Clearly there is a notion that information is part of us, and therefore should come with some legal weight that imparts protections, control, and potentially tradability. While this report agrees with the sentiment of legally protecting individuals, and providing forms of
individual control over data, the use of the term “ownership” to describe our relationship with data is challenging for a number of reasons.

- The structures that govern and enable some ownership, like tangible property, benefit from the fact that those assets are physical and cannot be copied. It is easier to control something physical. These characteristics do not exist with data, which makes implementing and enforcing traditional concepts of “ownership” more complex.

- How data are generated and managed is unique. Almost every piece of data has multiple parties involved, and most individuals need ongoing involvement from entities in order to transform data into usable information. Furthermore the term “ownership” can imply a level of responsibility for the maintenance and care of assets. Managing data systems in order to assert that level of care at the individual level is not technologically feasible today, and would require the involvement of other entities. While existing ownership constructs do offer opportunities for joint ownership and shared responsibility between individuals and entities, this kind of system would be particularly complex given the unique characteristics of data.

- A system that is primarily focused on data as an individual commodity that can be monetized, could create incentives that result in unequal experiences and treatment across groups and unintended social consequences.

This section will examine the challenge of implementing individual ownership frameworks for data, and analyze the potential consequences of doing so in more detail.

Because of these challenges, a shift is proposed away from the concept and terminology of “data ownership”, and instead towards the development and implementation of “individual data protection” and “active data rights”. Using this framing instead of “ownership” does not negate the inherent relationship between individuals and data, or the value of information for individuals, business, and society. Instead this provides a broader framing that does not stem from existing legal structures, and acknowledges the inherent complexity of data as an intangible resource that is shared between individuals, businesses, and the broader society.

<table>
<thead>
<tr>
<th>Individual data protection:</th>
<th>The data security and conduct expected from business with regard to information collection, processing, and use. Individuals do not need to take direct or affirmative actions in order to experience data protection.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active data rights:</td>
<td>Actions that individuals have a right to take with regard to information collection, processing, and use. Individual rights are supported by, and occur in addition to, data protection.</td>
</tr>
</tbody>
</table>

The Challenge of Creating Ownership Systems for Data

Existing legal structures of property ownership are a complicated initial framework to use when considering data governance. While some aspects of these long-standing systems are conceptually appealing, significant resources would be needed to adapt them to the nature of digital information, and some elements of ownership may actually impeded other policy goals.
The set of rules that apply to ownership of physical property like objects and land can’t be applied in their entirety because it is not as easy to exercise physical control over electronic data. It is easiest to own something physical because control can be asserted directly on the asset, rather than having to depend on technology, intermediaries, or complex systems. When physical possession is broken apart from ownership it becomes much harder to define and to exercise control. There are scientific arguments that data are physical, though microscopic, and therefore they can be directly analogous to ownership of physical property. Despite this argument any physical manifestation of data would be almost imperceptible and turning data into something that can be physically confined or controlled by individuals themselves depends entirely on technology to differentiate and control data that “belong” to an individual, and mechanisms to monitor those data as they flow among diverse businesses.

There are still significant benefits to managing, tracing, and reporting on data but this will be much easier to achieve on an aggregate, institutional level, rather than organizing a system that expects each individual to maintain and care for data separately.

There are examples of intangible "owned" assets, such as financial instruments (e.g., stocks) or intellectual property (patents, trademarks, and copyrights). These systems of intangible ownership are often complex markets with established legal and technological structures. Furthermore, these intangible assets are typically owned or managed by knowledgeable individuals, or professional intermediaries, who are well versed in the legal structures and remedies to protect, monitor, prevent impairment of, and maximize asset values. The copyright model is used today for information shared between businesses such as branding and design. Many consent forms on websites and mobile applications extend that model to individuals by seeking a perpetual license to collect and use information related to that individual. Business to business licensing of intangible assets typically has a limited purpose and frequency. Applying these complex systems to data about individuals is challenging because “licensing” can occur hundreds of a times a day, and entrenches a responsibility on individuals to understand, and agree to the purpose for this licensing. Individuals cannot participate as an equal party in these kinds of complex negotiations, especially across the huge volume of digital interactions. These issues will be discussed in more detail in a later section of this paper, The Limitations of Individual Consent.

In addition to data being functionally intangible, it is also challenging to assign the term ‘own’ to information because it is non-rival, meaning that it can be used by multiple entities at the same time, without reducing the utility for any of those parties. There are two types of non-rival goods, public goods and club goods, which are differentiated by whether you can exclude other parties from using them. Data can be endlessly copied, so there are limited ways to stop companies from retaining and using data if they received it at any point. This is another barrier to individuals asserting unique control as a part of ownership. In order to exclude other parties from using data that they previously had access to, individuals must again, rely on complex
governance and technical systems to monitor and prevent companies from copying and retaining data against their wishes.

Even without the additional complexity of intangibility and non-rivalry, ownership as a construct always requires administrative and legal mechanisms to create definitions, protections, and governance and enforcement systems. While many of these systems will still be necessary under a system of individual data protection and active data rights, the frameworks proposed in this report are designed to assign primary responsibility for maintaining data and overseeing its appropriate use to the institutions that handle the data, rather than placing the primary burden on each individual to protect themselves.

**Consequences of Data Ownership Systems**

Even if technical and legal systems could be developed to enable data to be directly controlled and traced, and its usage limited directly by individuals, other consequences could arise from applying, and implementing an ownership construct, especially one that emphasizes tradability or monetization of data.

The framing of “ownership” is easiest to apply when assets belong solely to one individual or entity. While there are concepts of joint ownership in existing property law, they are challenging to adapt to this context. Almost every piece of digital information about an individual is generated through an interaction between that person and multiple businesses. Businesses create the technology that enables data to be recorded and collected, and they transform data into usable, and actionable information. Everything from capturing information digitally, like a name, to performing human or machine analysis, requires investment on the part of businesses and much of that activity would not be possible for individuals to accomplish independently. Furthermore to keep using data over time it needs to be stored, transferred, and protected. While data are still intimately tied to an individual, entities play essential roles in the creation and use of information. For these reasons it would be challenging to demarcate when data are “owned” solely by an individual, and when one, or more companies could reasonably claim a stake in that ownership based on their fundamental contributions. Additionally, while much of this data activity is done to provide specific products or services, safe innovation with data can be positive for companies and individuals. Depending on how it is executed, differentiating “ownership” across all of the parties who are involved in this ecosystem could limit the incentive and/or ability for companies to create new intellectual property. The U.S. Supreme Court has identified this tension of shared interest in ruling both that data are business records and that individuals retain rights within those business records. A related challenge of “joint ownership” are data that relate to multiple individuals. Examples of this include joint financial accounts, peer-to-peer transactions, and technologies that observe public spaces such as new digital doorbells.

Furthermore, even if systems were developed to differentiate when data “belong to” individuals versus a businesses, information is most valuable in aggregate. For a direct “ownership” system
with a goal of commoditizing and monetizing data individually, value generation would need to be tracked over time, aggregated, technologically tied to individuals, and after all of that it may not represent a significant amount of money. As discussed above, these kinds of individual systems would be exceptionally complex to develop. There is a potential for intermediaries to step in and develop the technology and systems for all of this, but it would be essential that their incentives are aligned with the individual. For example, unaligned intermediaries could try to sway individuals to sell data at lower prices. Additionally, paying intermediaries directly to act in their interest could be inaccessible for many. Concepts for these kinds of intermediaries have been proposed, but they do not address the issues of incentives and socio-economic differences that could play out in system of individual data monetization. The potential of intermediaries will be discussed in more depth in a later section of this paper titled, The Crucial Challenge of Equality. There have also been proposals for “data dividends” that could be provided to individuals as compensation for data collection, but many of these ideas center on taxes that would be levied on companies, and then the government would redistribute those funds to individuals. These models don’t necessarily assume individual data “ownership”, and take a more collective approach.

In addition to the risk that a direct ownership model could limit innovation incentives, and would not actually provide a significant opportunity for individuals to generate value individually, there is a risk that a marketplace for individual data sales could allocate resources in a way that would be suboptimal for other social considerations. As described above, data are non-rival and challenging to exclude others from. This places data in the category of public goods, and there is a long-held view that markets fail at effectively allocating these types of resources. Some scholars even explicitly define data as public goods because information about individuals can be used to extrapolate about other individuals, and therefore it can both benefit and harm everyone collectively, like the environment. For example, if enough individuals within a certain demographic group share, or “sell” information, it can be used to profile or target others, even if they did not directly share or “sell” information about themselves. There are those who take this a step further and use the term “data pollution” to describe the unintended harms of individual data use, and misuse, on social interests and institutions. It is also unclear how financial incentives around the sale, or retention, of information as an “owned” asset could impact social considerations such as public research. Certain populations sharing more information than they otherwise would because of monetary incentives could lead to unexpected variations in the representativeness of data sets and new potential biases.

Creating a marketplace for data as tradeable, “owned” personal assets could also result in the risks and benefits of data not being evenly distributed among individuals directly involved with this kind of system. Businesses may value information about individuals differently. For example, if an individual has a high-net worth, details about their shopping preferences may be more valuable to businesses wishing to sell them products. A market for selling individual’s information could lead to price variation that would impact populations of people differently. That variation
could be positive and provide disadvantaged populations with new revenue, but it could also result in lower values for poorer populations. Additionally there could be an incentive to sell information to gain income, while higher-wealth populations are able to retain more control and privacy over their information.96

While equality and complexity absolutely need to be considered with individual data protection and active data rights frameworks as well, this report argues that the unknown incentives and allocations that individual monetization of data could introduce is more challenging to address. Without the introduction of financial incentives, there is evidence that individual agency and control in determining the right balance of benefits and risk relative to data can provide a larger public benefit than either business or government unilaterally determining where information flows.97 This highlights the importance that individual agency can play within a data governance framework without the need to create monetary incentives.

More research is needed to fully consider the universe of benefits and risks to direct individual “ownership” and monetization of data, but these ideas must be carefully considered in light of the challenges and potential negative interactions described above. If a limited market for individual data can be safely managed from both a legal and technological standpoint, there remains a potential to compensate individuals, on a smaller scale, directly or indirectly for data. Services that offer a safe exchange for data could be more accessible to the poorest populations, and there are examples of these kinds of exchanges today. For example when individuals are paid to take surveys, or offered subscription models where advertisements are removed. There are even new models emerging that blend these concepts and pay individuals to see advertising.98 Data clearly have value, but assigning that value at the individual level, across all data would be complex and could create unintended consequences. The value of information also extends to business and society as a whole, which is underappreciated if it is defined solely as an individual asset.

The Limitations of Individual Consent

In addition to conversations around the potential for data “ownership” and what that could mean, another important debate relative to individual roles with regard to data is the effectiveness of seeking individual consent to perform data activities.

A system of “notice and choice” has been used broadly in the U.S. since the advent of the World Wide Web itself in the 1990s.99 In the mid-90s the Federal Trade Commission held a series of workshops and hearings to explore privacy concerns that were raised by the collection of personal information online.100 These efforts highlighted the Fair Information Practices, described earlier, but also focused on entity self-regulation in the new digital ecosystem. Notice and consent were encouraged as a form of self-regulation by the FTC, and this system also provided a stronger mechanism through which to regulate privacy. The federal government has very
limited authority over activities related to information collected digitally by companies. The FTC Act\textsuperscript{101} prohibits unfair or deceptive practices, and if a company discloses digital activities, but then does not comply with their own disclosure, it provides an immediate avenue for enforcement. Thus, encouraging notice and consent gave the FTC a new avenue through which to consider, and enforce the FIPs.

Building upon this history, in 1998 the FTC provided a report to Congress about the state of online privacy. The report continued to call for self-regulation, but noted that industry was not developing effective disclosures, and companies were not actually following the practices that were disclosed.\textsuperscript{102} The report indicated that there was a need to implement the FIPs across the market and that the agency saw no evidence of an effective self-regulatory system. This resulted in the 1998 Children's Online Privacy Protection Rule (COPPA).\textsuperscript{103} The FTC also provided Congress with a formal recommendation to implement federal data privacy legislation in 2000, but it was subsequently withdrawn.\textsuperscript{104} Interestingly, certain sector-specific laws predate this era, such as the Fair Credit Reporting Act (FCRA) and do not rely on consent. Other laws such as the Health Insurance Portability and Accountability Act (HIPAA) and the Gramm–Leach–Bliley Act (GLBA) were developed in this same time period and incorporate a greater emphasis on consent. These laws will be discussed in more details the upcoming section on Current U.S. Data Governance.

Notice and consent systems, either mandated or used as a form of self-regulation, place an expectation of responsibility on the part of individuals to monitor and respond to a company's data activities. Choice is valuable to individuals and deeply interwoven into current law, but there are significant limitations to its ability to indicate preferences and it cannot be relied upon as a form of data protection. This section will delve into the challenges of gathering and interpreting individual preferences for both protection and agency through consent mechanisms. Because of these limitations, this report proposes deliberate governance structures that define acceptable data practices, reducing the role of consent broadly, and improving the process for informing individuals and collecting consent when it is necessary.

**The Current State of Consent**

Today as long as companies adhere to their own disclosures, and individuals accept those disclosures, there are few limitations on what entities can do with data.\textsuperscript{105} This has enabled businesses to monetize information in ways that are significantly removed from the original purpose for which data were collected.\textsuperscript{106} Additionally, companies that want to demonstrate that they use more secure and protective data practices can struggle to communicate, and thus differentiate themselves, on these important metrics. While it is currently the responsibility of each individual to refuse products and services if they are uncomfortable with data practices, evidence shows that the disclosures that describe companies’ activities are typically not read by individuals, and when they are read, they are rarely understood.\textsuperscript{107}
The Role of Individuals in the Data Ecosystem

Individuals are not able to engage effectively with disclosures for a variety of reasons. Information is often frustrating to access, and the paths and prompts to do so are presented inconsistently across entities. Disclosures appear in different locations and are presented at different times. Frequently, a consent request appears next to only a notification that a disclosure is available, forcing individuals to navigate to another location to read the actual disclosure. Laws have created some standardization in the presentation of disclosures in the financial services industry, which speaks to the value of consistency, but those efforts have been largely considered ineffective.

If individuals are able to find disclosures, they are almost impossible to understand for a variety of reasons. Disclosures are typically too long to reasonably read, with some researchers estimating that 25 full days are needed to read every disclosure for the websites visited by an individual over a year. That estimate does not account for mobile-phone applications, and the increasing ubiquity of internet connected devices that also collect significant amounts of information. If individuals find, and elect to take the time to read every disclosure, the content would be largely incomprehensible. Tests show that readability scores for common disclosures are lower than dense philosophical texts, and even lawyers would struggle to understand them. In addition to using jargon, and legal phrasing, information about activities and practices are typically described in vague terms such as for “business purposes” or “service improvement”, which could span a huge spectrum of activities. These terms provide minimal clarity on what is truly necessary for the use case or whether the potential data risks to individuals are worth that use. The length, density, and opaque language of disclosures are not designed for individual consumption. They instead provide regulatory compliance, legal coverage, and in some cases can enable entities to maximize their ability to use data.

Finally, if individuals did understand the complexity and density of disclosures, there is no opportunity to negotiate for different terms of the relationship. Notice and choice is typically a contract of adhesion, meaning that the only option that an individual has if they do not agree with the outlined terms is to not use the service at all. Given the prevalence of these binary take-it-or-leave-it contracts across digital services, individuals either essentially have to cut themselves off from digital product and service options, or have to spend significant resources to identify and vet the alternatives that are more protective.

Given these realities, it is not surprising that surveys show many individuals have largely given up trying to manage their data privacy and security. A Deloitte survey found that 90 percent of individuals accept the terms of consent without reading them. Clearly, individuals do not, and likely cannot, read the disclosures they are presented before making digital decisions and, even if they do, they cannot actually act upon their preferences. Therefore, the United States’ broad system of notice and choice is neither informed nor participatory.

Despite the barriers to providing informed and meaningful consent, consumer surveys still indicate that people want to receive information and play a role in managing information. The
tension between this desire for control and the lack of engagement with disclosures and consent (the primary mechanism individuals have to assert control) is commonly referred to as the “privacy paradox”. As researchers have explored this tension it has become clear that beyond the readability and accessibility of disclosures, there are additional factors that are causing this disconnect between individuals saying they want control, but not engaging. These factors will be discussed below. Given the potential of individual agency to help allocate data as a resource, and the important preference reported by individuals to be involved in this ecosystem, it essential to both respect individuals’ desire for control and choice, while acknowledging the challenges and limitations to truly providing that.

The Challenge of Improving Consent

Consent is heavily influenced by the digital context and format in which it is presented. Research has shown that is easier for individuals to interact with, and consent to, binary choices rather than complex choices, but granular consent is more effective at revealing preferences. When choices are presented to individuals, they are commonly opt-out rather than opt-in decisions, and research has demonstrated repeatedly that individuals rely on default settings and rarely proactively opt-out of presented activities. Evidence has also shown that the ways in which consent requests are phrased can change responses, and digital context such as the professionalism of a website can have unexpected effects. For example researchers found that individuals were more likely to disclose sensitive information in less professional digital settings, while more professional-looking websites cued them to think about potential risk. This dynamic can result in consent being more easily obtained by higher-risk entities, while individuals may avoid engaging in positive data relationships with more secure companies. Other research has demonstrated that even small implementation choices, such as where consent appears on an individual’s screen, can influence their ultimate choice more than the content of the disclosure itself.

In addition to the digital context in which disclosure and consent are displayed, choices are also heavily influenced by human psychology and the physical environment, such as time pressures. There is a phenomenon known as “information avoidance”, and while individuals may express a preference for more information, they can easily get overwhelmed and start to avoid details altogether that run contrary to their preferences. There are also phenomena that have been identified in social science research such as “risk discounting”, “optimism bias”, and the desire to take the path of least resistance. Risk discounting refers to the struggle for individuals to calculate risks in the future. Optimism bias is the tendency for individuals to over anticipate positive outcomes, and under anticipate negative outcomes. If disclosed information is hard to find, read, or understand, or it runs contrary to an individual’s preferences, the disclosure may be ignored in favor of simply accepting the terms.
As mentioned above, attempts to standardize disclosure information about data activities to make it more accessible, such as the financial model privacy disclosure created by eight financial regulators, have been largely ineffective.\textsuperscript{124} The model disclosure does not go into depth around the complexities of how entities use and share data, it still allows for dense and vague language, and it does not address the realities of human behavior. Researchers found that use of the model forms could actually result in less transparency when companies only included required information, simply omitted information, or in some cases just copied the forms sample text. The model forms were at times effective in demonstrating differences among company practices, but comparing differences and selecting among them was sufficiently difficult that researchers created their own interactive website to help individuals review practices.\textsuperscript{125}

Thus, even if companies are using disclosures to be transparent and distinguish themselves through high quality data security and conduct, there is no easy, or demonstrably effective way to signal those things to individuals. Behavioral science research indicates that individuals seek transparency and prefer more information,\textsuperscript{126} but the combination of cognitive realities, broad and dense disclosure language, and the complexity of technology and data systems means individuals have no way of effectively judging entity practices.

**An Alternative to Consent - Legitimate Purpose Requirement**

For the reasons outlined above, some stakeholders are considering a baseline legitimate purpose requirement for the collection, processing, and use of data that would apply prior to an entity performing any activity on data or establishing a relationship with individuals, and could not be superseded by consent. This paper defines legitimate purpose as requiring that any data related to an individual that are collected, processed, and used are necessary for the specific product or service that is being requested, and that those activities do not create disproportionate risk to the individual. The expectation is that this requirement would cover all entities engaged in data activities, and would be part of a comprehensive individual data protection framework. This framework is described in more detail under the section titled, *The Foundation: Individual Data Protection*. Complying with legal requirements and sharing data as part of essential business partnerships would be treated as necessary for the specific product or service, but secondary and tertiary uses of information, such as building new products and monetizing data outside of the original use case, would require additional compliance and communication steps. A necessity standard is not intended to be overly restrictive, and an example of the potential breadth can be found in Europe’s updated Payment Service Directive (PSD2). Under PSD2 certain partnerships are considered a necessary part of doing businesses, and the directive creates a clear, but limited role for these entities as silent parties, without leaving the burden on individuals to determine whether different business relationships are truly necessary.\textsuperscript{127}
The concept of an underlying legitimate purpose requirement across all activities is distinct from GDPR which outlines multiple lawful basis for processing information. Lawful bases under GDPR include consent, legal requirements, or “legitimate interest” of the entity collecting, processing or using information. The primary distinction of legitimate purpose is that consent alone would not be a lawful basis for data collection, processing, and use. Additionally, legal requirements would be captured within the definition of legitimate. “Legitimate interest” under GDPR is similar to the legitimate purpose requirement described here, but there are also important differences. “Legitimate interest” is more broadly defined, and centers on the interests of the entity as long as those meet certain criteria. The first criteria is the most important, which is whether the company has a legitimate interest in the activity being completed. This focus on the entity’s interest means that generating revenue could be considered legitimate. The additional criteria include whether the data activity is necessary to effectuate the entity’s legitimate interest and whether the entity’s interest is overridden by the interests or fundamental rights and freedoms of the data subject.. Since GDPR places the criteria of “interest” first, that means that the subsequent necessity test is also broadened. For example, if monetizing data is considered in the interest of an entity, then any activities performed to complete that sale of data would be considered necessary. The legitimate purpose requirement considered here instead focuses on the safety, and necessity of the activity for the individual instead of the entity. This shift inherently narrows the scope away from tangential activities such as resale of data for generating revenue, which may be unnecessary for providing the product or service itself. But, the legitimate purpose requirement would include activities such as fraud prevention which creates safety for individuals, and can also fall within GDPR’s “legitimate interest” definition. Legitimate purpose also focuses more heavily on mitigating risks for individuals, rather than asking entities to balance their interests against an individual’s. A similar baseline approach to requiring a legitimacy or purpose test prior to consent has also been proposed in India and New Zealand, with some variations.

The Consultative Group to Assist the Poor (CGAP) recently released a report suggesting a legitimate purpose requirement, and echoing many of the sentiments in this analysis. There are some differences between that proposal and the one offered here. CGAP suggests that de-identified data would not fall within a legitimate purpose requirement, while this report takes the position that given the shortcomings of current anonymization technology, “de-identified” data related to an individual should not be treated differently until processes are demonstrably improved. The challenges of anonymization will be examined in more depth in Part 2 of this report under, The Foundation: Individual Data Protection. Another key difference is that CGAP proposes that entities only be permitted to use data in ways that are in the “interest” of the individual. The “interest” of the individual can be interpreted narrowly to mean that the activities would not be harmful, or could be interpreted more broadly to mean that activities benefit the individual in some way. As will be discussed in more detail in the upcoming section, The Crucial Challenge of Equality, it is challenging to define where benefit truly accrues with regard to data uses, and what is in the best interest of each individual. Given this challenge, this research
proposes a slight variation to CGAP’s proposal, by not explicitly requiring that the legitimate purpose requirement rise to the threshold of a broad definition of “interest” or benefit to an individual, but instead focuses only on the thresholds of safety and necessity.

As discussed above, there is still value in engaging individuals in data decisions, and given how integral concepts of choice are to U.S. legal structures, it is likely beneficial to retain forms of consent within a bundle of active individual data rights. With a legitimate purpose requirement the role of consent could be greatly reduced across the large volume of daily, and more standardized, digital interactions. For example, for activities that are safe and necessary for the original product requested, a consent prompt could focus solely on the benefits and suitability of the product, instead of expecting individuals to review and accept details about the data activities themselves.

If entities want to collect data that is not necessary for the requested product or service, or want to use previously collected data in new ways, a more granular form of opt-in consent could be used that provides additional context around new activities. This more granular form of consent could enable new value generation from data, but in a way that engages individuals more directly in that additional exchange. New activities would still need to be safe for individuals, and be limited to what is necessary for the new purpose. Additionally, any consent that is provided could not override the legitimate purpose requirement for either original or new activities.

**Figure 3. Two Forms of Consent with Legitimate Purpose**
These two forms of consent could help highlight for individuals the point when information is moving away from original, expected activities, while reducing the volume and complexity of consent for more standard, ubiquitous activities. This also allows for previously collected information to be leveraged for new innovation, while creating a clearer separation between activities necessary for the original product or service, and additional activities a company may want to engage in for their own interests and benefit. These forms of consent will be discussed in more detail in Part 2 of the report within the section, A Proposed Spectrum of Active Data Rights.

There remains a risk that individuals would not engage with these secondary, granular forms of consent, and entities would default to using this version of consent to broaden the activities they could perform with limited oversight by individuals. This highlights the importance of retaining a legitimacy expectation that requires activities to be safe for individuals across all activities, but more research is needed to determine when consent is most appropriate, and how to offer that to individuals in a more meaningful way.

Where consent remains, clear, actionable, and concise language should be prioritized, rather than vague or generic descriptors. It also may be beneficial to separate out information that is provided for transparency, from information that can help individuals with no technical or legal backgrounds make decisions. Information like security protocols and legal relationships can be available for individuals to review, but few have the knowledge or time to use that in decision making. There are efforts underway around the globe to leverage design principles for communication, and transparency initiatives are being developed in business contexts that could potentially be leveraged for individuals to create a common language and understanding around digital practices.

This section proposes a foundation of legitimate purpose that would replace the current system of “privacy self-management” through notice and choice, but significantly more detail is needed around the design, implementation, and oversight of such a requirement. The design of a legitimate purpose requirement could range from principles-based guidance with only enforcement to incentivize compliance, to prescriptive menus, techniques, and relationships that are deemed acceptable and directly supervised through reporting and examination. There could also be a role for an entity, or agreed upon process, that reviews proposed activities and attests to their legitimacy. While not directly analogous, standards such as International Organization for Standardization (ISO) could be used as models. The FCRA is an example of a law that limits the use of data (credit reports) to permissible purposes without the need for individuals to monitor this activity through consent, though the purpose limitations are not imposed on the reporting agencies that compile the information in the first place, only on the entities who subsequently use the information. The law also layers on individual consent for additional uses of credit reports beyond their original intended purpose. Lessons from this law, and its approach, will be discussed in more detail in the section titled, Current U.S. Data Governance. Any kind of final design should incorporate reasonable avenues to address unique situations and new product
requirements. This approach may limit the ability of firms to quickly innovate with large compiled data sets, but it relieves the burden currently placed on individuals to engage, understand, and effectively judge the appropriate balance of risks and benefits across the breadth of the digital ecosystem.

The Data Privacy Principles recently released by the American Law Institute highlight that there may be a challenge to a legitimate purpose requirement in the U.S. because lower courts have upheld an expectation of free flows of information under the First Amendment as commercial speech. This issue was also raised in a challenge to the constitutionality of FCRA, but the Supreme Court declined to take the case.\textsuperscript{138} Limiting flows of information to a lawful basis is codified in the constitution of the EU, but the ongoing debate in the U.S. around whether information activities are protected as free speech by businesses\textsuperscript{139} could create additional challenges to incorporating this concept here. Despite this setback, the ALI also recommends limiting the use of data for downstream activities unrelated to the original collection purpose.\textsuperscript{140}

\section*{The Crucial Challenge of Equality}

Defining the scope and nature of potential requirements like legitimate purpose, as well as the appropriate role for individual agency, is especially challenging given the diversity of U.S. citizens. Some groups may experience outsized benefits from the use of digital services, while others may be exposed to unique risks through the collection and use of data. The idea of active data rights is particularly attractive because it allows for diverse individuals to customize their digital use and footprint. But, because digital interactions impact populations differently, it is important to examine whether there are barriers to exercising broader active data rights if they were to be established. This section will address the challenges of actually using active data rights, and will analyze whether well designed intermediaries could play a role in making individual agency more accessible across diverse populations.

New data and new digital technology, particularly in financial services, are seen as an opportunity to better support underserved populations.\textsuperscript{141} But while the use of technology to reduce cost, or enable free services, is commonly cited as enabling more equitable access, there is not sufficient research on diverse preferences to accurately judge what tradeoffs those populations want to make. In fact new international research indicates that assumptions, such as poor individuals preferring to trade data for services rather than pay more, may be incorrect.\textsuperscript{142}

Simultaneously, disadvantaged groups may experience outsize harms as a result of data and are faced with structural barriers to using technology for their own benefit. The most immediate risks of data loss and misuse, such as identity theft and predatory targeting, happen disproportionately to already disadvantaged groups.\textsuperscript{143} These kinds of data harms also typically require time and resources to resolve, which can compound their impact.\textsuperscript{144} Some groups, such
as women and immigrants also experience unique, and heightened risks with regard to certain data, such as location or citizenship information.

Technology can reinforce existing racial, gender, and socio-economic biases. Evidence reveals bias occurring in everything from physical sensors and photo recognition technology that do not register darker skin tones, to machine learning algorithms that taught themselves to penalize women based on historical resume pools.

Technology itself is also not equally accessible to all people. Educational attainment, which is closely associated with socio-economic status, is positively correlated with more digital knowledge and higher-income Americans have more devices through which to access digital services and therefore more tools for data control. These factors taken in combination indicate that while disadvantaged populations may benefit from the collection, processing, and use of data, they also face more risks and larger barriers to using and navigating technology. Therefore, if individuals are given more agency over data, there need to be implementation systems that overcome structural barriers to actually using those tools. It is also not surprising that underserved populations typically seek more government intervention in reasonable oversight standards for data protection.

All of this underscores the importance of both appropriately calibrating broad-based individual data protection across different risks, as well as enabling data rights in the U.S. that work for diverse needs and preferences. If the design of cybersecurity, conduct standards, and systems that support active data rights are tied to an average of U.S. experience and preferences, we risk excluding populations that have the most to both gain and lose.

Calibrating Active Rights in Addition to Protection

Effectively calibrating individual data protection that addresses populations with varying sensitivities is challenging, but the larger challenge may be creating systems for acting on data rights that are equally accessible to diverse populations.

As discussed in the previous section, The Limitations of Individual Consent, individuals commonly desire information and choice, but struggle to effectively act on it. Populations with less access to education and technological resources may therefore be at an even greater disadvantage in understanding, and acting upon information. This dynamic could be exacerbated if active rights, such as the ability to request, correct, or delete information, are implemented without accounting for the cognitive and resource management burden that this could place on individuals. In particular, if systems are not consistent, and do not work together, it requires a much greater effort to manage information and take actions. While individuals have limited active data rights in the U.S. today, there are some opportunities to proactively request information, delete certain records, or request corrections. These opportunities are due to a patchwork of Federal, State, and international laws, and positive
business practices, but that means that individuals need to understand and navigate these different realms if they wish to exercise particular rights, or take advantage of increased protections, that are available under various regimes. Furthermore, if individuals want to take available actions, such as using new data dashboards or requesting access to information, they have to do so separately across every entity, with no consistent interfaces or tools. These systems in place today for controlling data require a high-level of digital literacy and resources, which can may them inaccessible to most people, and put certain groups at a particular disadvantage.

In addition to the fact that actively exercising data agency can be resource-intensive, the unique privacy sensitivities of certain groups, such as immigrants, may make them cautious about using new rights at all. For example, individuals may be reluctant to exercise rights to move information between entities if they are not confident that their data will be protected during and after transfer. This highlights the importance of data protections that work in tandem with well-designed systems that enable active data rights across different needs.

The challenge of enabling the actual use of data rights across disconnected systems, and accounting for diverse needs and bandwidths, raises the potential for intermediaries that can act on behalf of individuals.

The Potential of Intermediaries

A number of ideas have been proposed that could act as a layer between entities and individuals. Some of these proposals were designed with specific markets in mind, such as advertising, and may be intended to replace the need for detailed policymaking around data protection and active rights. Other concepts could help supplement a data policy framework in order to create more individual customization and reduce management burdens. This section will discuss the challenge of relying solely on intermediaries in lieu of broader structures, while also considering which concepts could be used in tandem with policy to help address diverse needs.

FIDUCIARY MODELS - SHIFTING THE RESPONSIBILITY OF CARE

There have been a number of proposals to create a fiduciary duty for companies that handle data. This could be either a legal, or ethical, responsibility for entities to act in a prudent and trusted manner towards individuals that they engage with, meaning they show care and thought for the future impacts that data activities could have. This concept could be leveraged to create an expectation of personalization, and suitability considerations for entities that have a direct relationship with individuals, as well as for large middleware, data-focused firms, such as aggregators. Fiduciary models are a familiar structure, appearing in health, legal, and financial relationships, and this duty of care can be mandated by law, or may be self-described and variable. The nature of many current data-based business models can make self-enforced fiduciary responsibilities challenging, though there may still be value in considering how businesses can voluntarily identify, and align activities to the best interests of individuals, in addition to upholding individual data protection and enabling active data rights.
Allowing firms to define how they can best work on behalf of individuals could leave positive room to customize approaches to diverse populations, but it is difficult to define what is truly in the best interest of individuals or what is “suitable”. Recalling an example used earlier, assumptions that lower income individuals prefer lower product prices over data protections may not be the case for all groups. Additionally, many of the incentives of data-centric business models, such as targeted advertising which depends on significant data collection and sharing among parties, may run directly contrary to an individual’s preference to limit those activities. This puts companies in a challenging, and fraught position. They would be expected to constantly decide between the beneficial interest of the company and what is most suitable for individuals.

There may be more natural alignment between the services of doctors and lawyers and the preferences of their patients and clients, than between businesses whose revenue is based on wide-spread data collection and use, and privacy-seeking individuals. But even in cases where interests seem more aligned, such as healthcare, formal restrictions have been necessary in situations where incentives are at odds, such as doctors owning labs and testing facilities while prescribing those services. Finally, as discussed in the section, The Limitations of Individual Consent, individuals are at an inherent disadvantage in understanding digital contracts and have limited ability to truly negotiate for better terms. Variable approaches to a self-defined and enforced fiduciary obligation would put the burden on individuals to determine whether a company’s concept of “best interest” aligns with their own.

Given these challenges, a broad data protection responsibility placed on all entities may provide a more consistent path forward than depending on variable, or self-declared fiduciary standards. As discussed earlier, it is also challenging to require a judgment around product benefits or suitability. It may make sense to impose consistent fiduciary duties by law on entities who play a specific role by helping individuals determine the suitability of particular data activities, but given the diversity of business models and the complexity of data impacts, the legitimate purpose standard could be a more helpful generalized baseline. If a fiduciary expectation was consistent, formalized, and did not require a beneficial determination, it would more closely resemble the proposals presented in this report.

**TRUST MODELS – POOLING PREFERENCES**

Another proposed intermediary model is “data trusts” or “data cooperatives” which bring together groups of individuals with similar preferences. These models can help individuals distribute the burden of understanding, and acting upon data choices among a community, and some of the proposed examples use collective bargaining power to help individuals capture more direct value for data.

As discussed in the earlier section, Reframing from “Data Ownership” to “Data Rights”, data have more value in aggregate. In some trust designs, a group of individuals could pool data related to themselves and therefore increase their aggregate value, creating a stronger position for
negotiation and potential sale. Though as described earlier, direct sale of data by individuals raises a number of concerns. A different trust design, focused more on helping individuals manage their privacy settings with companies, could enable individuals to self-select into groups with similar privacy preferences, and have designated trustees take actions on their behalf.

Similar to the design of trusts in financial services, and fiduciary obligations, there remains a core challenge of aligning the goals of the intermediary layer with those of the individual. A data trust would require management, technology, and sustainable funding. If individuals themselves were required to collectively pay for the trust, it could exclude populations who do not have the funds to contribute. If the trust is funded in a different way, then it is important that those interests do not run contrary to the goals of participants. Some groups are exploring existing cooperative models such as labor unions to identify how governance could work for this kind of design.

**CENTRALIZED MODELS – NEW INTERMEDIARIES**

A final model considered in this research are centralized intermediaries that would be distinct from both the entities who engage in data activities (fiduciary model), and individuals coordinating among themselves (trust model). Centralized models could create standardized mechanisms for using active data rights, enabling individuals to take action in one place instead of across multiple entities. Centralized models could also be used to store and protect data, and even consolidate it for use in public research and to facilitate competition. This kind of model could be either a public or private entity, but there are public examples in a number of countries. The Indian Government’s digilocker enables individuals to store government benefits data in a publically provided system and then recall it when needed. The European Union is considering creating a “central market for data” to enable innovation and competition. These centralized functions are a blend of directly enabling individuals and capturing broader social benefits of data. A core challenge of centralized systems though is that they rely on a single entity that can be attacked or corrupted. Private centralized intermediaries are also challenging for the reasons discussed previously, creating aligned incentives and making it accessible to all groups is difficult.

All of these models have the potential to take some burden off of individuals when exercising active data rights and could help customize approaches to account for unique needs, but they are dependent on effective design and aligned incentives. Relying solely on intermediaries instead of comprehensive data protection and active data rights framework may not be an effective path forward given the challenges discussed above. There are efforts underway across the world though to understand the potential roles for different institutions and intermediaries around data. These concepts can also be modified or combined with each other to help mitigate their risks while providing more management support to individuals.

Unfortunately, it is unlikely that any of these approaches can fully address the challenge of equality across diverse data preferences and experiences. **Clearly the design of a comprehensive data governance system needs to be attuned to differing risks and bandwidths of a diverse population, and there are benefits to considering how entities can**
participate alongside individuals to act upon data rights. Additionally, figuring out how to incorporate equality and diversity into data governance does not need to be a perfectly linear process. There are strong existing civil rights and antidiscrimination laws that could be incorporated, and brought to bear within a comprehensive individual data protection and active data rights framework as a first step.164 There are opportunities to learn from international experiences, and as a broad laws, such as CCPA, come into effect, special attention should be paid to how these policies impact diverse groups. More research is also needed to understand the unique experiences of different populations and uncover areas where disparate impacts could occur from data collection, processing, and use. This kind of research could include an assessment of differing views on the scope of protection and definitions of legitimate purpose across different populations in the U.S.

Balancing Individual Rights and Collective Goals

As a country we have many policy goals intended to improve outcomes for individuals, the economy, and for society as a whole. Similar to the challenge of balancing data protection and active rights with diverse needs, policymakers will need to consider the potential interactions between broad data governance and other societal goals such as competition, innovation, and stability. Promisingly there are also situations where policy goals could work in tandem with each other to achieve even better outcomes. A report by Oliver Wyman titled, “Data Rights in Finance: Key Public Policy Questions and Answers”165 explores these dynamics in financial services, though many of these tensions and opportunities exist across sectors. This section builds upon that work through a multi-sector approach that incorporates the distinct concepts of individual data protection and active data rights.

Evidence suggests that approaches to data policy that focus only on narrow goals could have suboptimal effects. For example, policymakers and citizens may limit the amount of information that can flow in order to achieve more privacy for individuals, which in turn could reduce opportunities to improve financial inclusion and competition. Maintaining large flows of information to feed innovation may improve the global competitiveness of U.S. technology, but it could also have cybersecurity, concentration risk, and stability implications for the country. It is important to acknowledge and weigh the potential externalities of data governance across policy areas in order to identify areas for harmonization, mitigate negative impacts, and ensure we are triangulating to the desired outcome. There is also hope that advancements in anonymization techniques and privacy-enhancing technologies could help reduce some of the tensions around collecting and using data for market and public benefits, while still upholding individual protection and agency.
Competition

While data are inherently non-rival and can be used by many entities at the same time, the lack of consistent expectations around data practices has led to huge variations across sectors and companies in the ability to collect, store, and leverage information. The technological capacity to perform data activities, and access to large amounts of stored data can impact the speed and quality of innovation and growth across the country, and they can give companies a significant competitive advantage.

The ability for individuals to port data from one entity to another, both as a one-time occurrence and through ongoing flows, is seen as an avenue to increase competition by addressing this variable access to data across companies. This was a clear goal of the United Kingdom’s concept of Open Banking which creates a system of sharing information between financial institutions and other kinds of service providers. An active right to data portability, and Open Banking structures, streamline opportunities for individuals to switch providers and ideally makes data more accessible for businesses. Unfortunately, this promise of competition depends heavily on individual awareness of, and confidence in, new systems for moving data. As discussed in the earlier sections, The Limitations of Individual Consent and The Crucial Challenge of Equality, it is difficult for individuals to judge data activities and their potential impacts, and exercising agency rights requires attention and resources, especially as new systems like open banking are introduced.

Until better forms of communication are developed, and tools are available to help individuals make judgments and take actions, new data rights such as portability, and transfer structures such as open banking, may not increase competition. The United Kingdom also acknowledges that individual engagement with their Open Banking system is necessary to achieve competition goals.

At the company level, new innovators also face a challenge in breaking into new markets because they often need initial access to large amounts of aggregated, representative data to develop models and products before beginning to service individual customers. Thus, because large technology companies in the U.S. have amassed so much information, new entrants are unlikely to catch-up through one-off permissioned transfers of data alone. Sectoral laws, like in financial services, have limited the flows of certain sensitive information to date, and therefore portability could have a greater competitive impact in those cases. But the reality of dominant companies and sectoral fragmentation raise the potential of using other forms of data governance in tandem with portability. Data transfers to new entities raises security and conduct concerns, therefore data protection expectations across all companies is crucial to creating confidence in these systems. Other active data rights, such as transparency and deletion, could also work in tandem with portability to increase competition. To chip away at dominant market positions there could be a multi-pronged approach of 1) minimizing future data collection through stricter expectations such as legitimate purpose, 2) providing individuals with the
agency to delete and transfer information, and 3) creating systems whereby new innovators can safely and efficiently access and use data. Despite the potential of these tools to increase competition, the infrastructure of large technical companies to collect, process, and use information is heavily entrenched in the digital ecosystem, and data governance alone may not be able to change that.

There is also the potential that data governance could create new hurdles for competition. Young companies would be faced with new, stricter expectations, while older companies, who did not need to comply with these frameworks originally, now have significantly more resources to do so. This situation is unfortunately the reality of evolving policy, and therefore it is important to consider whether certain expectations could be tiered for early-stage companies to enable them to reach scale, while still maintaining robust individual data protection. Alternatively though, new data governance frameworks can incentivize better data hygiene and management practices at an earlier stage, which can reduce the need for large, resource intensive overhauls later on in a company’s development. Clear and equal data protection requirements across companies can also have a positive impact on competition by enabling more relationships among different kinds of firms by reducing the need for be-spoke, intensive partner vetting in sensitive sectors such as financial services.

While certain active data rights, such as portability, transparency, and deletion could play a positive role in competition, they are not a panacea for concentrated market power. The discussion above also indicates that a bundle of both protection and rights used together can be more effective than a focus on a single right of portability. Finally, it is important to consider tiered and proportional requirements based on the riskiness of activities and scale, but as will be discussed in Part 2 of this report, The Foundation: Individual Data Protection, quantifying risk is challenging, and exempting any entities from protection requirements should be limited and carefully considered.

**Innovation**

Closely tied to competition goals, society can strive to foster innovations that can improve the lives of individuals. An example of this is online and mobile banking, which have enabled greater access to financial services as computer and telephone technology has evolved. Large-scale data collection, processing, and use have undisputably driven innovation across multiple sectors in the U.S., but to date that has not been balanced with data protection and individual agency. The challenge for policymakers going forward is to find ways to preserve flexibility for innovation while adopting more deliberate and secure safeguards.

Introducing new data protection standards around security and conduct, as well as active data rights, will inevitably shift some financial resources from development to compliance, and these changes will impact the data resources available for developing new products and services. This highlights the need to foster innovation in tandem with data policy. Some innovation, and new
business opportunities, may be directly stimulated by new compliance requirements or through growing demand for new privacy-protective tools and products. It is also important to take into account existing business rights such as intellectual property that incentivize experimentation. While individual data rights may serve certain policy goals, there are some elements of data control, and opportunities, that may need to remain with businesses in order to promote ongoing innovation.

**Research**

Stricter requirements and new hurdles to accessing data pose similar challenges for not-for-profit private and public sector research, as they do for innovation. Furthermore, it is extremely important for societal research goals to have accurate, and representative information about individuals. For example there are long-standing gaps in the collection of information about women and minorities, which could be helped by expanding data collection, processing, and use in ways that respect diverse preferences. Unfortunately, the introduction of more restrictions on the collection and use of data, and active data rights, such as deletion, could also exacerbate certain populations being under or over represented in data sets.

For these reasons there have typically been carve outs in data laws such as CCPA and GDPR, that enable certain entities to use information with fewer restrictions if it is for public benefit. These kinds of carve outs are understandable, but it is also important to maintain high-quality security and conduct across all entities. Given the heightened risk that certain populations have relative to data, it is essential for individuals to feel protected across data activities conducted by both private and public entities. There also may be cases where some active data rights, such as deletion, may need to be limited where there is demonstrable public benefit, like the census.

The tension between data activities for public benefit, and individual protection and choice, again raises the importance of continuing to explore technologies that can reduce the risks of data breach and misuse through more permanent “de-identification”. Public and non-profit entities have limited resources to comply with a strict protection regime across all data activities, but if more reliable tools can be developed for anonymization and encryption, then the challenges that new data governance expectations could pose to both innovation and research could be mitigated. The potential of these technologies will be discussed in more detail in the section titled, *Technology for Individual Data Protection*.

**Security**

Entities face constant cyber-attacks, and this is only increasing as more products and service become digital. Because of this reality, cybersecurity has been fundamental to data governance over the years and it is essential to maintain that as new systems are introduced. There is a concern that focusing on individual data rights such as portability, could lead to a proliferation of
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Data across new, less-secure entities, which could create more opportunities for external attacks. Evidence suggests that a strong focus on data protection across entities can counter this risk. For example, Europe has seen improvements in data management processes, cyber hygiene and incident reporting across entities that collect, process, and use data since the implementation of GDPR.\textsuperscript{178} There is also hope that the current focus on privacy can push U.S. companies to improve their technologies and systems, which could positively interact with the innovation and competition goals discussed earlier.\textsuperscript{179} This, again, reinforces the importance of individual data protection as a foundation for a subsequent regime of individual data rights, if security is to be maintained as a foundational policy objective.

**Social and Systemic Risk**

In addition to increased data flows, stemming from a narrower focus on a right to portability, potentially creating a more challenging cybersecurity landscape, there could be larger social and financial-system risks to not taking a broad approach to the design and management of new data governance systems.

Today, broad unchecked data collection, processing, and use has created social tensions and risk, such as the rise of “misinformation” across social media platforms.\textsuperscript{180} This is an example of the ability for “data pollution”,\textsuperscript{181} referenced in the earlier section, Reframing from “Data Ownership” to “Data Rights,” to degrade trust in public systems.

Another systemic challenge related to data is the complexity of the infrastructure and business relationships that underpin the ecosystem, and the speed and scale at which data, and the associated risks of breach and misuse, could propagate. Currently the network of entities that may interact with information about individuals is vast, and each relationship is governed by a unique contract which imparts differing standards. A report by the United Kingdom Information Commissioner’s Office found that a single website visit can result in an individual’s data being shared with hundreds of organizations.\textsuperscript{182} At some point, this complexity becomes too much for the average person or institution to understand, and therefore the risks may be impossible to identify or manage. As demonstrated by the U.S. financial crisis, it is necessary for regulators to understand complex systems, and more standardized structures can help with risk monitoring.

While data pollution and complexity represent large-scale risk, there are also risks in particular sectors that could accumulate, and have an impact on traditional concepts of stability. Certain use cases for information that are foundational to the financial system, such as credit underwriting, require representative and accurate data to perform effectively. Individual data rights, such as deletion, may need to be limited in cases like this, where omissions or removed information could directly impact the safe provision of credit. Conversely, specific use cases, such as underwriting, could also be greatly improved by expanded and improved avenues for individuals to provide new information, review existing information and correct inaccuracies. This
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again highlights the complexity of creating broad data governance systems, and the importance of integrating sector-specific requirements.

A final tension related to systemic risk is that it is inherently more difficult to regulate many different kinds of companies. Pro-competition policies can make monitoring and supervision more challenging because business models and approaches become more diverse, and stricter compliance requirements can give rise to more external service providers that play essential functions for businesses. While data governance can increase market complexity, it also has the potential to drive mergers and concentration. For example, Europe has experienced more market concentration in its technology sector in the wake of GDPR implementation. Unfortunately, while a multitude of companies can lead to complexity risk, fewer entities in the market can lead to more interdependency and concentration risk. This indicates that data protection and data rights have both positive and negative implications for systemic risk, and other policy goals, such as increasing competition, can create new challenges for oversight.

While policymakers likely want to achieve a combination of many social goals, it is essential to understand when those goals may interact or even counteract, each other. There are clear tradeoffs when creating a data governance framework, but that does not diminish its importance to individuals, and the positive impact that a well-designed, broad system can have for a country.

Current U.S. Data Governance

Today many of the laws that govern the management of data related to individuals at the federal level in the U.S. are focused specifically on the financial services sector. There are also new state laws emerging such as the California Consumer Privacy Act which take a broader perspective, but often carve out data that is already governed by more specific federal statutes.

This section will provide an overview of three major federal financial services laws that include data governance, as well as the CCPA. Each overview starts with the scope of coverage for each law, followed by the data protection requirements, and data rights, that the laws impart. Another important dimension that will be discussed concerns the regulatory approach to supervision and enforcement of these laws, both with regard to direct oversight and under more general expectations governing companies that act as third-party service providers to entities that are subject to ongoing federal supervision. Because each law uses certain terminology and defines it in specific ways, this section uses those terms in describing the particular legal requirements rather than referring more broadly to "individuals", "entities", and "companies".

In the financial services sector, the main federal laws governing management of data related to individuals were adopted before the emergence of the current data economy and exponential increases in data generation and sharing. For example, the Fair Credit Reporting Act was
adopted in 1970, and was subject to a broad general congressional update in 2003. The Gramm-Leach-Bliley Act was adopted in 1999. The Dodd-Frank Act of 2010 adds an important new general right for individuals to access their own transaction and account data in connection with consumer financial products and services, but neither implementation rules or interpretative guidance has been issued by the CFPB.

Each of the federal financial laws has different scopes of coverage as to what data are covered, which firms are expected to comply, and even how the laws define “consumer”. Additionally, they each place different degrees of emphasis on empowering individuals to exercise agency over data, versus addressing information security and customer protection concerns by imposing prescriptive requirements and limitations on covered firms. While none of these laws provide a comprehensive framework for individual control similar to European or California data legislation (which will be discussed in more detail in the sections below), they provide helpful examples and lessons about the balance between managing data protection, fairness, accuracy, and broader individual empowerment in the U.S. context.

**Figure 4. Comparison of Data Rights Available in Current U.S. Law**

<table>
<thead>
<tr>
<th></th>
<th>FCRA</th>
<th>GLBA</th>
<th>Dodd-Frank 1033</th>
<th>CCPA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial Disclosure</strong></td>
<td>✔</td>
<td>✔</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td><strong>Consent</strong></td>
<td>Rarely required</td>
<td>Opt-out right*</td>
<td>Always required</td>
<td>Opt-out right*</td>
</tr>
<tr>
<td><strong>Ongoing Transparency</strong></td>
<td>✔</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td><strong>Correction</strong></td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td><strong>Deletion</strong></td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td><strong>Portability</strong></td>
<td>Not primary focus</td>
<td>Not primary focus</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

*Only for certain transfers

**Fair Credit Reporting Act (FCRA)**

The FCRA was enacted in 1970 and was one of the first U.S. regulations to incorporate concepts of data governance into law. The FCRA is also the broadest of the three financial statutes in terms of its substantive scope. It includes a broad range of topics, including data protection and accuracy expectations, protections in the event of identity theft, required disclosures to individuals, and rights to dispute and correct information.

**Coverage Overview:** Most Fair Credit Reporting Act provisions apply only to information contained in “consumer reports”, which are generally defined as any communication by a
consumer reporting agency that includes information bearing on a consumer's creditworthiness, character, or reputation which is used or collected for the purpose of determining the consumer's eligibility for credit, insurance, employment, or other authorized purposes. Thus, some aspects of FCRA reach beyond financial services, and also govern data that is used in connection with employment, housing, and other sensitive decisions. However, such data is only covered if it is contained in a “consumer report” that is compiled by a “consumer reporting agency” as defined under the statute. The law has been interpreted to not apply to de-identified, "anonymized" data only if it is not used for determining eligibility. Any data that could be reasonably linked, or "identified", back to an individual is still covered by FCRA.

Where a consumer report is involved, FCRA imposes various limitations and requirements not only on consumer reporting agencies but also on entities that “furnish” the underlying information and on users of the reports. Consumer reporting agencies are defined broadly to include any party that regularly engages in assembling or evaluating information for the purposes of furnishing consumer reports to third parties, even if they do not think of themselves as a traditional credit bureau. The definition of “consumer reports” depends not just on the nature of the information, but also on the purposes for which it is compiled and used, and the involvement of a reporting agency, in the transmission process. Thus, information that may bear on creditworthiness or character may fall outside the scope of the statute if it is compiled solely, and used solely, for purposes that are not addressed by the FCRA. Additionally, information such as a character reference that is used specifically for credit underwriting, is not a consumer report if it is transmitted directly from the original source to the lender without the involvement of credit reporting intermediary.

FCRA generally defines a consumer as an individual, while using the term "person" more broadly to include individuals, partnerships, corporations, and various other types of entities. Although FCRA does not apply to credit reports about businesses, it has been interpreted to apply in situations in which a lender obtains a personal consumer report about a business owner in conjunction with extensions of commercial credit.

Some FCRA requirements can be enforced by individuals through private lawsuits, while other parts are subject only to enforcement by federal regulatory agencies and state attorneys general. The CFPB can examine consumer reporting agencies used for financial services that meet specified size thresholds for all FCRA requirements, except for certain rules concerning identity theft “red flags” and records disposal. The CFPB cannot examine activities related to employment or tenant background checks. Banks and credit unions are subject to examination for compliance with furnisher and user requirements, and some non-banks are also subject to CFPB examination for most of the same provisions.

**Data Protection and Individual Rights:** FCRA requires disclosures on a broad range of topics, but it does not require consumers’ consent to collect data in the first instance. Transmission and use of data for purposes that are designated as permissible under the statute also do not
generally require consumer permission, with the exception of certain employment-related situations and new rights that allow individuals to place “freezes” on their reports in order to manage concerns about identity theft in the credit context. The law isn’t typically thought of as a portability regime, though it does allow consumers to authorize the sharing of consumer reports if they provide written permission to firms, even for purposes that would not otherwise be permitted by the statute. However, the consumer reporting agency is not required to disclose the information even if the firm has written permission and there is relatively little regulatory guidance governing such situations. This differs from European laws such as PSD2 and GDPR which create a requirement to disclose information based on a valid consumer request.

The law provides consumers with a general right to dispute the accuracy or completeness of information in their consumer reports, and helps to facilitate the exercise of this right in situations in which lenders or certain other parties take an “adverse action” based on information in a consumer report, by mandating that individuals be provided with certain disclosures and an opportunity to review the underlying information. It also imposes general requirements on consumer reporting agencies to maintain practices to promote information accuracy, including monitoring and following up on potential data discrepancies. Congress has repeatedly strengthened provisions relating to dispute rights and general accuracy requirements on covered entities, as well as making it easier for consumers to obtain credit scores and their underlying reports outside of adverse action situations. Yet even after these improvements, and amidst increasing concerns about data breaches and identity theft, surveys suggest that the percentage of individuals who exercise their rights to obtain free copies of their consumer reports is well below 50 percent, and general awareness of key facts about credit reports and scoring is actually declining. Despite both conduct standards around data accuracy and the requirements to facilitate correction after an adverse action, accuracy remains a major concern. Studies have indicated as many as one in five consumer reports may contain errors, though that may have improved over time.

**Gramm-Leach-Bliley Act (GLBA)**

GLBA, also known as the Financial Services Modernization Act, came into law in 1999 as an amendment to the larger Glass-Steagall Act. In contrast to FCRA, GLBA is more narrowly focused on “nonpublic personal information” used in the provision of financial services. The law is divided into two provisions, the safeguards rule and the privacy rule. The safeguards rule imposes information security requirements, while the privacy rule establishes boundaries of data sharing and enables individuals to halt certain activities.

**Coverage Overview:** GLBA defines “nonpublic personal information” as personally-identifiable financial information that is provided by a consumer to obtain a financial product or service from a financial institution, results from a consumer transaction, or is otherwise obtained by the financial institution in connection with providing the financial product or service. The law has
been interpreted to exclude aggregate or de-identified, “blind” data that does not contain personal identifiers such as names, addresses, or account numbers.

GLBA applies broadly to “financial institutions”, which are defined as companies that engage in financial activities, as defined under the Bank Holding Company Act. This definition extends beyond depository institutions. Examples of financial activities include securities, insurance, retail banking products, financial advisory activities, and the processing and transmission of financial data. Companies that are not financial institutions in their own right may still be subject to certain requirements when they receive nonpublic personal information from a financial institution.

GLBA information security requirements apply generally to the nonpublic personal information of “customers” that have continuing relationships with a financial institution. The rule can extend to entities where the consumer is not a direct “customer”, for example consumer reporting agencies. The privacy disclosure and information sharing requirements apply to consumers (defined as individuals and their legal representatives) who apply for credit or obtain one-time financial products or services (such as a cash withdrawal at an automated teller machine) even if they do not have an ongoing relationship with a financial institution. Both consumers and customers must be obtaining the financial products or services for personal, family, or household use. GLBA does not protect data relating to products and services for small businesses.

Only federal regulatory agencies and state insurance regulators can enforce GLBA. Although banks and credit unions are regularly supervised for compliance with all parts of the statute, non-bank monitoring is significantly more limited. The Consumer Financial Protection Bureau can examine and enforce GLBA privacy and information sharing requirements for those non-bank entities for which it otherwise has supervisory authority, but not for information security safeguards. The Federal Trade Commission has enforcement authority over GLBA safeguards compliance for non-bank financial institutions generally, but has limited staffing and no supervision authority. As discussed further below, some non-banks may be examined by federal banking agencies for GLBA safeguards compliance to the extent that they provide vendor services to banks and credit unions. Overall there is a perception that enforcement actions have been limited with regard to the GLBA privacy rule in particular.

Data Protection and Individual Rights: While GLBA is considered a privacy-focused law, it emphasizes data protection, and includes only a limited active right for individuals to opt-out of certain sharing. The law requires that financial institutions adopt “information safeguards” to protect the security of identified data regardless of any action taken by customers. With regard to information sharing between companies, GLBA requires financial institutions to provide notice and an opportunity for individuals to opt out of certain activities, such as marketing by third-parties, while allowing a broad range of additional sharing pursuant to various exceptions listed in the statute. Like the FCRA, consumers can also authorize sharing of their data outside of circumstances that would otherwise be permissible under the statute, but the law is not typically
thought of as a portability regime and there is relatively little regulatory guidance governing such situations.

As described in earlier sections, eight federal agencies worked together to develop model forms for disclosing financial institutions’ privacy practices. Although the forms have been widely adopted, there is a widespread sense that individuals do not in fact review the materials or meaningfully exercise their opt-out rights. For example, although the law originally required financial institutions to provide annual privacy notice updates to their customers, those requirements have been scaled back in recent years by both federal regulators and Congress due to concerns both about compliance burdens and potential information overload for customers. In addition, one study of more than 6000 privacy notices found that they contained contradictory statements and many did not enable legally-required opt-out options. There do not appear to be any recent generally available statistics on the rate at which consumers opt out of information sharing under GLBA, but it is commonly believed among stakeholders to be less than 5 percent. Additionally, concerns have been raised around the number of exceptions under the law for which information sharing is permitted without notice or an opportunity to opt out may exceed individual’s reasonable expectations.

Despite one of GLBA’s basic purposes being to harmonize information security and sharing protections across different types of financial activities, there is a substantial concern that it is not in fact applied consistently across the entire market. For example, with regard to information security requirements, differences have developed between federal agencies that are charged with administering the law to different types of entities. The Federal Trade Commission is currently engaged in rulemaking that would narrow many of these substantive and coverage gaps between non-banks and bank actors.

**Dodd-Frank Act Section 1033**

Section 1033 was enacted in 2010 as part of the larger Dodd-Frank Wall Street Reform and Consumer Protection Act. This law made broad changes to financial regulation, and in particular Section 1033 created a right for consumers to access transaction and account information concerning consumer financial products or services that they have obtained from a “covered person” as defined by the Dodd-Frank Act.

**Coverage Overview:** Under Section 1033 consumer financial products and services are generally defined to include lending, deposit and payment services, financial advisory activities, providing consumer reports or similar decisioning information for purposes of another consumer financial product or service, and providing financial data processing services to consumers.

The law generally requires “covered persons” to provide information that can be retrieved in the ordinary course of their business in usable electronic form, upon the request of a consumer, but does not address consumer disclosures, request procedures, or other topics. “Consumer” is
generally defined to include not only individuals who are obtaining financial products and services for personal, family, or household purposes, but agents, trustees, and representatives acting on the behalf of such individuals.

Section 1033 directs the CFPB to prescribe “standards ... to promote the development and use of standardized formats for information”, but the Bureau to date has not issued regulations or clarified whether the law is in effect absent such rules. In 2017, the Bureau issued non-binding principles for consumer data sharing.

Only federal regulatory agencies and state officials can act upon Section 1033. The CFPB and federal banking regulators can examine entities that are subject to their supervision authority for compliance.

**Data Protection and Individual Rights:** Section 1033 is an important step toward a more robust individual data rights regime because it specifically enshrines the principle that individuals should be able to access transaction and account information in an electronically usable form upon request. However, the statutory provision is quite short, and other than directing the Consumer Financial Protection Bureau to issue rules to promote standardized data formats, it does not provide guideposts for the exercise of this right or address other types of consumer agency over data.

The CFPB’s 2017 Consumer-Authorized Data Access Principles provide a more robust discussion of a broader system of protections and rights, but they are non-binding. For instance, they describe the scope of data access by individuals and authorized third parties, list topics that should be fully and effectively disclosed to consumers prior to them providing authorization for data access, call for robust security and accuracy processes, and endorse the provision of mechanisms that individuals to monitor data access, revoke consent, and compel data deletion at their discretion.

**California Consumer Privacy Act (CCPA)**

The CCPA was passed in June 2018 and went into effect on January 1, 2020. This is the broadest data-focused law in the U.S. today and is specifically focused on increasing individual’s agency relative to data.

**Coverage Overview:** Unlike FCRA and GLBA, which are restricted to certain activities and entities, CCPA applies broadly to for-profit businesses entities operating in California, subject to certain thresholds of applicability and specific exclusions (including activities governed by FCRA and GLBA).

The for-profit entities covered by the law must do business in California and either collect the personal information of at least 50,000 individuals, households, or devices directly or through
third parties, have an annual gross revenue in excess of $25 million, or derive 50 percent or more of their revenue from selling data. There is significant debate as to what constitutes “sale” of data, and while the law defines sale beyond just a monetary exchange, there may be transfers between businesses where an exchange of value is not clearly delineated.

The law applies to any data that identifies, relates to, or can reasonably be associated with an individual or household. This is an expanded definition of covered data relative to most other privacy regimes because it applies to data that is not currently associated to an individual, but could reasonably be re-associated. The law names particular data points that have historically been excluded from the definition of personally identifiable information under other regimes, such as IP address, to illustrate this point. The law also explicitly covers information that has been inferred about individuals. CCPA does exempt “de-identified” information, which is defined as information that cannot reasonably identify, relate to, describe, be capable of being associated with, or be linked, directly or indirectly, to an individual. Businesses that use de-identified information are required to have technical and organizational structures in place to prevent re-identification. The law does not cover data that are subject to other existing privacy laws such as GLBA and the Health Information Protection and Portability Act (HIPAA).

CCPA also defines a broad scope of coverage with regard to “consumers”. The law applies to all natural persons who are residents of California, it does not require that individuals are in a business relationship with firms, and protections and rights provided cannot be waived through contract. Given that state residency can be difficult to determine, and would require additional data collection to verify, many entities use the location information of individuals to establish the applicability of CCPA. Overall, many entities report confusion about how the law should be implemented, and this could prompt a broader provision of rights to individuals outside of California as well.

The Attorney General (AG) of California proposed detailed implementation rules for the law and is responsible for its enforcement. If firms fail to comply with CCPA they may be subject to civil penalties imposed by the AG. Individuals can also seek damages for CCPA violations, but this is only allowed when there is unauthorized access and disclosure, exfiltration, or theft of non-encrypted, identifiable information. This ability to seek damages is further limited to data breaches where business “failed to implement and maintain reasonable security procedures and practices appropriate to the nature of the information”. While situations where individuals can be directly compensated is limited, the law does include a right to statutory damages which means that consumers do not have the burden of proving that they were directly harmed by the event.

**Data Protection and Individual Rights**: CCPA provides a number of clear individual data rights, and establishes certain conduct standards for businesses. California residents can now request access to the information that a company has collected about them, and as part of that request, they also have a right to know which third parties a company has previously obtained
information from, or sold it to. Under the law individuals may also request that entities delete information related to them, but that is limited to identifiable information, and is subject to exceptions, such as certain types of research.

The right for individuals to port data between entities is not independently called out in the law, but companies that respond to access requests electronically are required to provide the information in formats that can be transferred. Individuals can also opt-out of data being sold and for children under the age of 13 parental authorization is required for the sale of data. As described above though, there is debate around what constitutes sale, therefore this may not apply to a broader spectrum of data transfers that occur between entities than just those involving a direct value exchange.

The law imposes a number of conduct standards, including that businesses must disclose on their websites what information they collect broadly, the business purpose of that collection, and any third parties that they sell data to. They must comply with access and deletion requests within a set time-frame, and they cannot change the level of service they provide to individuals in response to those requests. There are a number of additional requirements in the law and within the draft regulations provided by the CA AG. The law does allow for businesses to offer financial incentives in order to collect and resell data. While the law prohibits the denial of service, or discrimination based on privacy preferences, the exception that was latter added to the law around financial incentives, enables businesses to try to entice consumers into additional data activities. There are some limitations to this program, but overall these two elements of the law may come into tension in the future.

Additional Relevant Statutes, Laws, and Issues

**Third-Party Service Provider Guidance:** One further important component of federal financial data protections is oversight of vendors that provide third-party services to banks and other entities that are supervised by the federal banking regulators or the CFPB. The federal agencies have acknowledged that it often makes sense for supervised entities to outsource certain functions to vendors, but that the entities retain responsibility for compliance with both safety and soundness and consumer protection laws. Accordingly, supervised entities are expected to develop a comprehensive risk management process for conducting both initial due diligence and ongoing monitoring of their vendors for compliance purposes. The federal agencies have authority under the Bank Service Company Act and the Dodd-Frank Act to conduct their own examinations of the vendors with regard to the vendors' activities performed on behalf of entities that are subject to the agencies' direct primary supervision.

Third-party service provider oversight has helped to substantially reduce risk levels in conjunction with bank outsourcing activities for decades, but stakeholders have raised concerns that in the new digital economy this system is serving a broader data protection oversight function than intended. The expectation that financial institutions hold primary responsibility for data
protection across a complex system of varied relationships is a significant responsibility, and has raised competitive concerns around interactions between incumbents and non-bank entities. For example, each federal agency has its own formulation for what types of relationships trigger third-party service provider status, and there are substantial debates about whether data aggregators and other fintech companies that do not contract with banks, but do collect information from them at the behest of individuals, are in fact subject to the guidance. In 2020 the Office of the Comptroller of the Currency (OCC) issued updated guidance on this matter. This guidance clarified that while data sharing may occur with an entity that is not a vendor, or under contract with a bank, financial institutions are still responsible to assess and mitigate the risks associated with data activities. Both supervised entities and third parties can find the expectations of constant downstream and partner risk management challenging to meet. From the supervised entity perspective, it can be challenging to get sufficient information from third parties about proprietary and highly technical processes to satisfy supervisory expectations, particularly when the third parties are filling a knowledge or expertise gap, or if they are not in a traditional relationship with the supervised entity. From the third parties’ perspective, having to satisfy the due diligence and monitoring expectations of multiple supervised entities can be challenging, if not outright prohibitive for small companies. There have also been claims that some banks have imposed overly restrictive vetting requirements, in an effort to reduce the competitive edge of fintech companies that rely on data that is being collected by aggregators.

Other laws that have important implications for data governance in particular contexts include:

- Electronic Fund Transfer Act (EFTA)
- Fair Debt Collection Practices Act (FDCPA)
- Children’s Online Privacy Protection (COPPA)
- Equal Credit Opportunity Act (ECOA) and the Fair Housing Act (FHA)

Additionally, with regard to more general commercial activities, the Federal Trade Commission has used its authority to police unfair, deceptive, and abusive acts and practices (UDAAP/UDAP) to take action with regard to both data security and notice and consent, as discussed in the prior section, The Limitations of Individual Consent. A large number of states have also adopted general laws requiring notification in the event of data breaches.

As this section outlines, the U.S. does have existing data protection and conduct standards, as well as some codified individual data rights. Unfortunately most of this regulation is limited to specific sectors or geographics, and creates a complexity that is precarious for individuals, and burdensome for businesses and government oversight. There is clear value in creating a foundation of data protection that extends across all entities and individuals in the U.S., and borrows from the positive lessons that the current laws have taught us. Some of these lessons include: the value of clear communication to individuals about what rights are available to them and accessible systems to manage those rights; the importance of consistent monitoring and accountability across entities; and the role that sector-specific protections can continue to play.
on top of a broader data governance foundation. An overarching effort could also address the inconsistencies in our current system around what data are covered, who is responsible, and which individuals are protected. A broad approach could also streamline conduct expectations around the initial collection of data, and consider how "de-identified" data should be protected given the ease of re-identification. A baseline for individual data protection and rights would also address the competitive and partnership challenges of risk oversight and liability allocation, incentivize good digital hygiene and technology practices across the country, and create a consistent approach to oversight and enforcement. While a comprehensive data governance framework is developed, it is also valuable to watch and learn from the impact of new laws, like CCPA.

Lessons from Other Industries

Beyond financial services, other sectors are also struggling with data governance, and are similarly working to understand the appropriate role for individuals in the data ecosystem. Healthcare and education are two sectors with existing data governance laws, but similar to financial services, a growing number of stakeholders are acknowledging the need to adapt to changing practices and calls for more individual control. In addition to health and education, sectors ranging from to farming to utilities are also discussing the challenges of data.

Healthcare

The Health Insurance Portability and Accountability Act of 1996 (HIPAA) is the most notable legislation governing the management of health data in the U.S. HIPAA predates much of the modern digitization of data, and while it covers information generated by hospitals and health care providers, it specifically excludes data generated directly by individuals. This means that information created through wearable fitness trackers and mobile applications are not covered by the laws protections.

The 2009 Health Information Technology for Economic and Clinical Health Act (HITECH) amended HIPAA in an attempt to modernize legislation in recognition of digitization, but the framework still recognizes "covered entities" based on sector and industry, similar to GLBA. The Department of Health and Human Services issued a Request for Information to explore changes to HIPAA that would make access to health data, as well as sharing and transferability by individuals easier, but there is no suggested extension of covered entities.

Similar to Dodd Frank Section 1033, the 21st Century Cures Act was passed in 2016 and includes a right for individuals to access to medical data from covered entities. The legislation also promotes interoperability between diverse health data management systems which often differ across provider. Unfortunately, only 18 percent of health systems report being familiar with new patient data access rules. Another interesting element of the Cures Act is a focus on helping medical researchers access more data more quickly and securely.
The Family Educational Rights and Privacy Act (FERPA) protects student education records and empowers parents and eligible students to request access to those records and corrections to records. Similar to laws in other sectors, FERPA is limited in scope. For example, it only applies to schools that receive funds from specific programs within the Department of Education. Therefore, private and parochial schools are generally not subject to FERPA. Similar to the challenge in the finance and health sectors of new technology falling outside of existing regulation, digital education platforms like Coursera or Duolingo are also not covered by the law.

Lessons from Outside of the U.S.

In tandem with domestic efforts, structures for data governance are being refined, and created across the globe. The map below provides an overview of some of the relevant international regulations and proposals, and highlights some of the elements that have been incorporated into this report.

Europe

The General Data Protection Regulation (GDPR) is a pan-European law that went into effect on May 25, 2018 and is intended to create consistent governance of data privacy across Europe. Data Protection Authorities were established to oversee and enforce the law.

- Incorporated element: Blended regulation that both increases data protection and provides individual's with data rights
- Incorporated element: A broad scope. Covers all EU citizens, and all entities that handle information related to those citizens

Payment Service Directive 2 (PSD2) is a pan-European directive released on November 25, 2016. This is not a regulation, so detailed governance is left to each European member state. Part of the intent of the directive is to increase competition in the payments market by enabling secure access to payments related data.

India

The Indian Data Protection Bill is a legislative proposal to provide comprehensive data protection to all citizens of India. The bill also establishes a Data Protection Agency to implement the potential new law, and provide oversight.

Incorporated element: A requirement to disclose the purpose of data activities, and limit additional activities to that original purpose.
Aadhaar\textsuperscript{217} is a digital identity system for all citizens of India that is integrated with technological capabilities across the Indian government, such as data storage.\textsuperscript{218}

- Incorporated element: A focus on public technology that can help enable data protection and the use of data rights.

**United Kingdom**

Open Banking is an effort initiated by the UK Competition and Markets Authority to enact, and expand upon PSD2 legislation. Open Banking describes a system of regulatory oversight, and technical connections, that enable financial data portability.

Incorporated element: Including new entities within an oversight perimeter (Account Information Service Providers and Third Party Service Providers) in order to facilitate secure data portability.

Incorporated element: The importance of developing, and using technical processes to support data rights, such as documenting and tracking consent.\textsuperscript{219}

**Australia**

The Australian Consumer Data Right is an initiative of the Australian Government to improve individual’s access to, and control over, data. Implementation rules and processes are currently being developed by the Australian Competition & Consumer Commission.\textsuperscript{220}

Incorporated element: Information is seen as a resource for the country as a whole, so governance structures are focused on using that resource more efficiently, and collectively.

Incorporated element: The initiative is intended to cover all sectors of the country.

**Brazil**

The Brazilian General Data Protection Law (LGPD), published in August 2018, provides both individual data protection and certain data rights. This law is modeled on Europe’s GDPR, and also has a broad scope of applicability to all Brazilian citizens and all entities handling information about those citizens.\textsuperscript{221}

**Canada**

The government of Canada is embarking on a review of a consumer-directed finance model, analogous to open banking concepts in the United Kingdom. This type of system would enable financial data portability.\textsuperscript{222} Canada has also released a comprehensive digital charter for the country.\textsuperscript{223}
These examples represent only a handful of laws and systems that are being developed around the world. For example, countries such as New Zealand and Singapore are creating fundamental infrastructure around digital identity, and Know Your Customer (KYC) utilities, while other countries, such as Japan, are encouraging data portability through non-binding API standards. Additionally, there are efforts underway in Europe to create blended, synergistic approaches to the myriad of policy goals that interrelate with data governance.

While these laws are an essential resource for the development of data governance in the U.S., there are key areas that may warrant divergence. For example, GDPR excludes “anonymous” data from the regime, and maintains consent as a standalone lawful basis for data collection.

Part 2: Considerations

This research initiative, and the ensuing symposium design, started with a narrower focus on the agency that individuals could, and potentially should, have with regard to data. Through this work an important distinction, and intersection, emerged between data protection and individual agency. An individual taking an active role in directing and managing information related to themselves should not imply that they therefore hold primary responsibility for their own protection relative to data risks. Based on the research and analysis underpinning this project, Part 2 if this report provides a conceptual structure for a two-sided data governance framework that incorporates both individual data protection and active data rights. In addition to describing this framework, Part 2 includes a brief review of the essential roles that technology and businesses can play in protecting data and enabling the use of active individual data rights.

The Foundation: Individual Data Protection

This section describes the first side of the proposed data governance framework: a foundation of individual data protection in the U.S. that focuses on security and conduct across all entities and data activities in order to facilitate a safe market for information, and to create subsequent opportunities for individual control.

The ecosystem that underpins the collection, processing, and use of information, is increasingly complex, which places individuals at a, potentially insurmountable, disadvantage in understanding and upholding their own protection. As Professor Woodrow Hartzog describes, “data subjects have the fewest resources of every party in the chain of data flows and they are on the wrong side of substantial information and power disparities. While control is an attractive goal in isolation, it comes with a practical and legal ‘obligation’. If you do not exercise that control, you are at risk.” As described in the background section, the Fair Information Practices have been a model of data governance since the 1970s and include concepts of both business
responsibility and individual agency. Despite leading the development of these concepts, the U.S. has focused on entity “self-regulation” by incorporating the FIPs into reports, guidelines, and model codes, but their use in binding law was limited to only certain sensitive sectors. This has left a broad emphasis on “notice and choice”. Furthermore, while the FIPs created a valuable common starting point, they do not address the challenges that individuals face in protecting themselves in increasingly complex data and policy ecosystems.

For these reasons the U.S. may benefit from revisiting its approach to individual data protection. This sentiment is echoed by the American Law Institute (ALI), whose recent privacy principles propose moving away from “privacy self-management”, and placing clear and consistent obligations directly on organizations. As of 2019, the FTC has also repeatedly called for privacy and data security legislation in Congressional testimonies.

While conversations about data protection and privacy have tended to happen separately from calls for increased individual agency, this research suggests that data protection across all entities that handle information could actually be an enabler of increased individual agency, and therefore designing these policies jointly may offer the greatest benefits. Focusing first on concepts of individual control to harness new opportunities, such as the promises of portability to enable innovation and competition, could result in surges of data across both regulated and unregulated entities, elevating risks for everyone. Furthermore, introducing new types of active data rights amidst already fragmented data protection laws will make compliance, and therefore partnerships more challenging, and could lead to less innovation and less competition. Comprehensive data protection structures that apply to all entities that collect, process, and use data could create a clear and navigable ecosystem for businesses, and could enable subsequent individual data rights. The concepts below are an option for the design of a comprehensive policy floor, with opportunities for additional policies to be built upon it at the state and sector levels.

Protection from What?

The first challenge in developing a data protection framework is defining the harms that individuals are being protected from. Some harms stemming from data loss or misuse can be defined, and even measured, but many more are intangible, unmeasurable or both. Harms can also arise from both direct injury, or through the loss of an opportunity. This makes protection particularly challenging, but also even more essential given the unknown nature and scale of potential harms. Governance structures within regulation and business relationships may use definable and measurable harms to quantify and distribute liability, but given that these make up only a portion of the risk, broad structures of oversight and remedy can help mitigate more opaque harms to the extent possible.

Definable harms can arise both from data loss due to external breach, or from the misuse of information by companies internally. If identifying information, or financial account numbers are breached individuals could experience fraud, and direct financial loss. Subsequent harms could
include the inability to access credit because of fraudulent activity impacting a credit score, or necessitating a credit freeze. Data misuse by companies internally could result in discriminatory exclusion from opportunities, such as jobs, or targeting individuals with products that prey on their situation\textsuperscript{238} and vulnerabilities.\textsuperscript{239} While these kinds harms may still be challenging to demonstrate and truly seek remedy for,\textsuperscript{240} there are legal systems and existing case law that can be used to compensate individuals for money and time spent to resolve issues stemming from data loss or misuse.

Less definable harms that occur due to data loss or misuse include cognitive stress and familial, social, or employment issues that arise due to the revelation of sensitive information. Research also indicates that both tangible and intangible data harms can persist over long periods of time,\textsuperscript{241} and vary significantly based on individual situations. As discussed in the previous section, The Crucial Challenge of Equality, some groups, such as women and immigrants, may also experience heightened risk around certain types of data, such as location information. It is challenging to demonstrate and describe these kinds of harms in order to seek remedy, and therefore it may be impossible to make individuals whole if they occur. Furthermore, both the risk of external breaches, and a loss of trust due to internal misuse, creates a resource drain and an environment of mistrust across broader systems and customer relationships.

Broad data protection expectations could reduce cybersecurity risk across increasingly complex business partnerships because one weaker, or less prepared, entity couldn’t be exploited to attack partners. This reduced partner-risk could potentially bring down pooled costs such as insurance and increase confidence across systems. More secure and trustworthy internal and networked data systems, combined with improved ways to communicate those merits to individuals, could also bring in new customers who may have been previously unwilling to use data-driven products and services due to privacy concerns.\textsuperscript{242} For both individuals and business it therefore may be time to bring more focus to mitigating risks in the first place, while making accessible pathways for individuals to seek remedy if harms do occur.

**Including Both Security and Conduct**

Inadequate data security and internal data misuse by entities may be unintentional or deliberate, and can arise from legacy or poorly managed IT systems,\textsuperscript{243} misaligned business incentives, and a lack of clear expectations from regulators. Given this diversity of influences, and the risk of both external attack and internal misuse, a data protection framework should likely include both cybersecurity and conduct standards. Cybersecurity standards are the technology and processes devoted to protecting information from external attack or loss.\textsuperscript{244} Conduct standards are focused on entities being intentional about their collection, processing, and use of information. This could include processes and mechanisms to identify and monitor the impact that data activities have on individuals, and ways to adjust practices over time.
As discussed earlier, individuals have a limited ability to understand and respond to disclosures about differing cybersecurity and business practices relative to data. Furthermore, both cybersecurity and opaque business practices are credence goods, meaning that even after an individual agrees to certain protection criteria, they have no way of assessing its actual utility until a disclosed event, such as a data breach, occurs. For these reasons, as well as those discussed in the section, Reframing from “Data Ownership” to “Data Rights, current market forces of supply and demand may not be effective in incentivizing appropriate levels of data protection across companies. Comprehensive security and conduct expectations across all entities would ideally improve individual protection, streamline compliance requirements, and create clarity for all parties. Furthermore, it is likely useful to differentiate between security and conduct, while expecting them to be jointly upheld. For example a popular antivirus software that enables cybersecurity was found to be monetizing and reselling data collected. It is challenging for individuals to weigh these intertwined expectations alone, especially in cases where they may be in tension.

Information security standards for entities have a long history that can be leveraged, including work by the National Institute for Standards and Technology (NIST), Financial Services Sector Cybersecurity (FSSCC) profile, the GLBA safeguards standards, and within industry groups, such as the PCI Security Standards Council. While this history exists, improvements may be necessary in the development and maintenance of technical standards over time. It is also important to determine what baseline level of security is necessary across all entities, and when stricter expectations may be warranted given the diversity of institutions and activities. Conduct standards face similar challenges of needing to evolve over time and proportionality, as well as the additional complexity of qualitative processes and judgments. This combination of both technical cybersecurity expectations and qualitative conduct standards already exists in financial supervision, and there is growing recognition that it is broadly necessary. For example NIST, has developed a privacy framework to be used in conjunction with their security framework that includes internal policy and process recommendations, though they do not recommend specific approaches.

Conduct standards could include business practices that ensure entities can adequately respond to risks and errors, such as audit schedules and insurance, as well as testing processes for equitable treatment, and funds available to make individuals whole in the event of harm. Conduct standards in this overarching conception, would include limiting activities to defined concepts of legitimate purposes of data collection, processing, and use. The use of a legitimate purpose standard for initial activities was discussed in detail within the earlier section, The Limitations of Individual Consent. Other reasonable conduct standards could include, data retention limitations, establishing processes for reviewing and updating inaccuracies in data, and monitoring data activities and results for biases. Finally, new conduct standards could readily incorporate existing expectations across companies, such as prohibitions on unfair, abusive, or deceptive practices. Conduct standards that weave together proportionality based on the risk of
entities and their activities, and processes for reviewing and incorporating new legitimate purposes for collection, processing, and use are essential. Europe and the United Kingdom have worked through a number of similar concepts which could be adapted for the U.S. market and context. For example the UK Information Commissioner’s Office has provided a list of processing activities\textsuperscript{252} and types of information that pose a higher risk to individuals.\textsuperscript{253} They have also developed guidance on how to judge “legitimate interest” as a lawful bases for collecting data under GDPR. While “legitimate interest” is not directly analogous to the legitimate purpose requirement presented here, European regulators have created criteria for testing necessity which can be partially applicable. As an element of conduct standards, the legitimate purpose test would require that activities are both safe and necessary for a particular product or service. A determination of whether that product or service is useful, or “suitable” for an individual’s particular needs would not be the responsibility of the company in this framework. As discussed previously, the concept of a legitimate purpose test is broad enough to capture legal requirements and necessary partnerships, but it is focused on what is necessary and safe for the product or service requested by an individual, not what is in the broader interest of the entity providing that product or service.

This combined security and conduct framework is one way to structure a baseline for organizations, with the potential for more stringent practices and industry led customization to be subsequently layered on top. It is also essential to build in mechanisms to review and update any standards on a frequent basis to keep pace with changing technology and societal expectations.

**Scope of Protection**

Traditional boundaries between sectors, partnerships, and customer relationships are breaking down. Firms increasingly use broad pools of information to make decisions,\textsuperscript{254} partnerships are both more complex and more necessary,\textsuperscript{255} and there are a multitude of companies behind every digital interaction. Even within sectors with data governance laws, such as financial services, the fact that data flows and relationships can involve entities that are not subject to the same degree of direct regulation can result in inconsistent levels of protection. Given these changing dynamics, and mounting calls for more protection across the population,\textsuperscript{256} a foundation of data protection, and its subsequent liabilities, may need to be extended to cover all individuals, and apply to all entities that engage in the collection, processing, and use of data. This reflects the reality of the data ecosystem as it is today. This expansion is already happening in Europe where PSD2 is bringing new entities into a system of regulatory oversight.\textsuperscript{257} As stated above, proportionality is essential, and this concept is not intended to prohibit any businesses or use cases. A broader scope of applicability would still allow for additional sectoral or state expectations to be layered on top.
This breadth would mean that protection is provided to every individual if information related to
them is collected, processed or used, irrespective of whether they are in an established
relationship with an entity or actively consuming a good or service. This focus on individuals
rather than customers or consumers is especially important as technologies increasingly
incorporate data collection in their fundamental design and a vast amount of data handling
occurs among companies without a direct relationship to an individual.258 Furthermore there are
many cases where individuals navigate websites or download mobile applications and do not
expect a formal business relationship with an entity. Frequently individuals may simply be
seeking an answer to a question, or browsing among options. While cookie banners and consent
screens are treated as the initiation of a relationship they typically happen prior to an individual
being able to gather enough information about a product or service in order to make a
decision.259

The breadth of this concept would also extend across all sectors, entities, and use cases that
engage with data (again, subject to potential proportionality). It is increasingly difficult to fit
information, and the use of information, into clear sectoral categories. Entities are innovating
where there is demand for information and new uses, but when oversight perimeters are
defined by the type of entity, such as hospitals, or the type of service, such as the provision of a
financial product, it leaves gaps and inconsistencies as innovative products and services enter
the market. Businesses are evolving to naturally cross sectoral lines for the benefit of individuals,
but doing so may subject them to differing, and potentially inconsistent, standards and
expectations across data and business processes. This could create unanticipated incentives to
move away from, or towards, certain business models or sectors. Regulating by entity or activity
types, even for the newest use cases, is likely to become outdated and confusing quickly, as
evidenced by the inability of experts in a recent congressional hearing260 to differentiate between
data brokers, data aggregators, and consumer reporting agencies, even though these terms are
used to define oversight in federal and state law.261

Finally, there are layers of relationships among businesses that are governed by bespoke
contracts which set variable expectations. An expansion of data protection expectations to cover
all entities would incorporate the multitude of unseen parties and relationships that are active,
and essential to the data ecosystem and innovation. This could also help negate some of the
challenges, and intensive resource requirements for businesses, of intensive oversight and
monitoring of data practices. Covering all entities in a similar manner could create consistent
expectations, streamline business relationships, and hopefully encourage partnerships and
innovations that cross sectoral boundaries without increasing risks for individuals or the country.
And again, while this concept would create a baseline of protection across all entities, there may
be use cases, or sectors that warrant additional security or conduct standards where the risks
and tradeoffs are more tangible or measurable.
Data Formats

Older U.S. data protection laws apply to only "identified" data, meaning that they are stored in a format where individuals are explicitly associated with relevant data. "Identifiable" data is a broader term used in new laws such as GDPR and CCPA, and includes all data that could reasonably be associated with an individual, even if they are not directly tied to identifiers such as a name or address within a stored data set. There is growing consensus that an individual data protection regime likely needs to cover both "identified" data, and data that are "identifiable" to an individual. The formats and types of data that fall within the scope of new data protection laws has been broadening to reflect the failure of so-called "anonymized" data. Data ranging from demographics, to metadata, to location, and much more that is no longer "identified" to an individual, can easily be reattached to specific people and used to uncover extremely sensitive details about their lives. A deeper examination of "deidentification" began in the 1990's led by Professor Latanya Sweeney, Ph.D. Dr. Sweeney discovered that data that excluded explicit identifiers (name, address, phone number, etc.) could still be used to identify individuals when combined with other databases, including those that are publically available. At the time of that research she found that 87 percent of the U.S. population could be uniquely identified using only date of birth, gender, and zip code. This statistic has likely only increased as more and more sensitive data sets have been exposed through data breaches.

Despite the reality that almost all information related to an individual is "identifiable" if enough separate pieces of data can be brought together, murky distinctions are still used, such as the term "reasonably linked" to an individual. This reasonability test can create positive incentives for essential, baseline technical protections such as de-identification and encryption, but it must be acknowledged that using these processes cannot fully negate the fundamental risk of collecting, processing and using information in the first place. This report therefore puts forth for consideration a stricter idea that protections cover data in any format, including "de-identified" and encrypted data, if it relates to individuals and can be re-identified within the entity. Ideally, this could work in tandem with security and conduct standards to incentivize companies to limit the amount of data that is collected and processed to what is absolutely necessary for the use case. Potentially a broad scope of protection across both "identified" and "identifiable" data could also help drive the development of new technologies and techniques that can enable more complete, and permanent, anonymization. There are already innovations that move in this direction, by greatly limiting the ability for entities and partners to re-identify, or unencrypt information. These technologies will be discussed in more detail in the upcoming section, Technology for Individual Data Protection. Simultaneously though, new advances in quantum computing may make it easier to break traditional encryption. This highlights the need for more research around new technologies with the potential to keep information more secure, and the need to continuously evolve protection expectations to keep pace. Given the ease of re-identification today, this research cautions against reductions in protection expectations simply
because data have been “de-identified”, until there are more avenues for technological certainty. This concept is a significant divergence from how current law treats data, and a transition period for entities to reach higher compliance standards, or to incorporate new de-identification techniques would be warranted. Additionally, with everything related to data within this report, it is recommended that governance be iterative and adapt to changing technology and revealed impacts.

**Liability and Remedies**

The prior sections have focused on reducing risks, but it is also important to consider the creation of usable systems to make individuals whole if harms do occur. Liability is a mechanism for allocating the responsibility for remedy across entities, including potentially individuals bearing some responsibility themselves. U.S. consumer protection laws, such as the Electronic Funds Transfer Act (EFTA), contain the concept of negligence and indicate circumstances where an individual can be held responsible for certain harms.\(^{271}\) As discussed in the earlier section, *The Limitations of Individual Consent*, it is exceptionally challenging for individuals to effectively assess the potential risk of data activities, especially given the multitude of digital interactions and the realities of behavioral science. This current reality, combined with the variation in resources available to diverse groups, makes placing liability directly on individuals fraught. If individuals are expected to hold even limited responsibility in the future, supplemental systems need to be developed that alert individuals about risky entities and activities. For example these systems could provide consistent processes for indicating business compliance, and highlighting variations.

Another important, and challenging area to consider is how to best structure both individual compensation for harms and punitive deterrence mechanisms. Hopefully, the allocation of responsibility across all entities can provide businesses with a clearer understanding of their liability, but there are ongoing debates relative to the effectiveness of private rights of action,\(^{272}\) arbitration, class action lawsuits, and government fines to both deter risky activities and compensate individuals. While the threat of unexpected legal action may serve as a deterrent, individuals rarely go through arbitration processes.\(^{273}\) Class action lawsuits can result in limited compensation, especially if harms are difficult to measure, and not immediate, such as the Equifax breach. In cases where actual harms have not yet manifested or are not tangible in nature, class action compensation is often applied equally across all individuals irrespective of potentially varied harms.\(^{274}\) Simultaneously, direct lawsuits can provide larger, potentially more relevant compensation, but they typically require that individuals demonstrate tangible harm, which as discussed previously, is not always possible. Government fines levied on companies are also problematic. They typically do not provide remedy directly back to the individuals and have been widely cited as lacking impact relative to the size and scope of companies they are levied against.\(^{275}\) The American Law Institute also recommends that remedies be revisited, and proposes removing the general requirement to demonstrate tangible harm before seeking relief.
The institute does not recommend specific approaches but does indicate that everything from enforcement actions, to direct compensation for injured parties be considered. It also notes that anxiety or emotional distress arising from privacy violations may be compensable, under specific court's precedents.276

Developing, and enforcing, security and conduct standards for all individuals, and across all entities in the U.S. would be a massive undertaking. Significant research, analysis, and design resources are needed to contemplate this kind of option, and anything of this magnitude would likely need ongoing adjustments as impacts are monitored and evaluated over time. This kind of regulation may need to blend prescriptive and principles based approaches to enable both standardization and flexibility. For example there could be bright line expectations in some areas, and others may need to be interpreted on a case by case basis. While these things can be difficult to achieve together, a nuanced approach will likely make the structures more sustainable. It is also important that prescriptive rules are monitored and updated for applicability, and principles-based rules have clear and consistent review and oversight. More collective work is needed to determine how to best structure regulatory oversight and enforcement of the broad protection regime offered in this report. Financial services has long experienced direct supervision, while other sectors only experience direct regulation or enforcement after issues have become more significant and sometimes public. Both models have benefits and drawbacks as discussed in the earlier section, Current U.S. Data Governance. Finally, regulators in other countries, such as the United Kingdom’s Information Commissioner’s Office, are responsible for overseeing a huge spectrum of companies, and have implemented tools that could be explored here. For example, they require data protection impact assessments to be submitted in certain cases, which enables broader oversight.277 The ALI also emphasizes the importance of documentation and reporting programs to help monitor compliance with data governance regulations.

The individual data protection framework laid out in this section is one approach among many, and would require the development of additional implementation details. Ideally though, a comprehensive framework like this could lay the foundation for a safe and competitive digital economy far into the future. Finally, and importantly, these protection ideas are not intended to be overly restrictive on the collection, flow, or use of information for the benefit of business growth, society, and individuals themselves. They are about analyzing the tradeoffs between current risks and opportunities, and targeting the right balance in order to achieve individual well-being, while enabling competition and innovation.

A Proposed Spectrum of Active Data Rights

This section outlines the other side of the dual framework imagined by this research: a potential structure for what active data rights in the U.S. could look like. These concepts are intended to sit
on top of the individual data protection foundation described above, which safeguards individuals irrespective of any proactive actions they want to take.

The overall structure draws from data rights that have been discussed internationally and domestically over the past four decades, such as active rights to transparency, error correction, portability, deletion, and more. This design varies the rights available to individuals in order to work in tandem with other policy considerations and sector-based requirements. Lessons from systems that are currently available in the U.S., such as consent, as well as current laws also informs the design. Finally, this model does not assume that more choices and agency are always net beneficial, and instead recognizes that expecting individuals to constantly manage data choices, across the vast amount of daily digital interactions, can strain limited resources.

Figure 1. A Spectrum of Data Rights

The concept of providing individuals with rights is foundational to the U.S., but it has been sporadically discussed and codified relative to technology. The ongoing dialogue around active individual data rights described in the beginning of this report is a huge advantage for developing a comprehensive and effective data governance framework for the U.S., and there is broadening acknowledgment that the time is ripe for a focus on comprehensive rights.

The graphic above proposes a bundle of rights that would apply across different circumstances. This concept borrows from Maslow’s hierarchy of needs in order to describe the interrelation
and interdependence of these active rights. The base of the pyramid applies in all situations, while the availability of rights is reduced in subsequent tiers to account for other considerations. This layering also respects the impact that the use of active rights could have on business and research, which are fundamental to innovation, and the use of data for positive societal impacts. Individuals would retain their rights around “de-identified” data, and there is only a reduction in available rights if companies create internal, technological barriers to re-identification, or if more effective anonymization techniques are developed. The nature of the rights in each tier are outlined below, followed by additional discussion around the circumstances in which particular rights would or would not apply.

**Tiers of Rights**

**TIER 1 - INDIVIDUAL DATA PROTECTION AND TRANSPARENCY**

This first layer of rights is the broadest, and includes the baseline of data protection described in the prior section, as well a right to transparency, or visibility into data activities prior to them occurring, and on an ongoing basis. Data protection, and to some extent transparency, are negative rights rather than positive or active rights, but they are included in this section to provide a comprehensive picture of the proposed governance framework. The rights to protection and transparency are envisioned to apply to all data, activities, and individuals, irrespective of other variations.

While more research is needed on individual preferences around data, a clear theme throughout the research is the desire for transparency into what is being done with information and its potential impact on individuals. Another important potential benefit of a consistent and complete requirement on transparency is that it could help create a deeper understanding on the part of individuals, and enable them to take actions that more closely align with true preferences, thereby reducing the incidence of the “privacy paradox” described in the previous section, *The Limitations of Individual Consent*. Important considerations for the right to transparency are how and where individuals will be able to see this information. Building out structure and guidance around this right is necessary so individuals are not alone in navigating and ingesting a new flood of information. For example transparency is currently fulfilled through individual requests that must be sought at, and provided by, each entity separately. This system is onerous for all parties. Individuals have no way to standardize and parse data in different formats. European companies have experienced a number of falsified requests for information that are challenging to navigate while also responding to new, valid requests. There are new dashboards being developed which can provide a more consolidated view into what data have been collected and where they are flowing. These tools could also be leveraged for subsequent layers of rights such as correction and deletion. Unfortunately these dashboards are still being housed within individual entities and do not currently connect across the universe of data activities to provide a comprehensive picture into what is going on. These tools will be discussed in more detail in the upcoming section, *Technology to Enable Active Data Rights*. A concern has
also been raised that a right to transparency would force companies to re-match data to individuals that they otherwise could keep more secure. An option to consider is enabling this right to be fulfilled through both summary information around what has been collected, processed, and used, and by providing full data sets. Summary information may be easier for individuals to interpret and can differentiate the right to transparency from a portability right that would require sending complete data sets. Summary information alone is likely not sufficient though. The FCRA originally only required bureaus to reveal summary information, but that was deemed unsatisfactory and now full reports are provided. This highlights the need to consider implementation options within each data right layer that can enable individuals to take action in whatever way best suits their needs and capacity.

TIER 2 - SIMPLE CONSENT, CONSENT REVOCATION, AND CORRECTION
This next tier includes a greatly simplified form of consent, the ability to revoke previously provided consent, and the right to correct errors. Simple consent is discussed in more detail in the earlier section, The Limitations of Individual Consent, and is intended to minimize the burdens on individuals. Similar to today, individuals would be able to indicate acceptance through simple, binary choices or potentially just by using the product or service. Unlike today though, they could be confident that the digital interaction is safe for them, and any data collected is necessary for the use case. For example, if an individual would like to use a digital map, the right to transparency would enable them to see that the collection and use of real-time location data is necessary for that particular service. They may choose to seek another service that allows for inputting of addresses directly, but in either case they can be confident that data will not be collected until they consent, what are collected is necessary for that service, and they will be protected from harm. The complete bundle of data rights also includes a mechanism for more detailed, granular consent which will be discussed under Tier 5. A goal of breaking consent into these two forms is to reduce the management burden on individuals for ubiquitous, daily interactions as much as possible, while still maintaining a role for choice and agency. With both simple and granular consent though, the burden would not be on the individual to determine whether the data that are collected and used are limited to what is necessary for the product or that the activities are safe.

Simple consent could take the form of binary, opt-in agreements, but this would still place some burden on individuals to engage with that prompt every time they use a product or service that requires data. Another option for simplified consent is to make it passive, where an individual is expressing consent just by using the product or service. In this scenario a prompt would only be presented when more granular consent is needed, defined here as when new data are collected or original data are used, for purposes that are not strictly necessary for the original, primary product or service sought by the individual. This kind of approach is possible, but would still come with an expectation of transparency so individuals can see what collection and activities are necessary, before they happen. In the digital map example, services may not be able to default to using location data when the application is first opened, but if there is transparency
around data activities and an individual moves forward in using the service, then real-time location could be collected. In some cases, such as websites, certain information like an IP address may need to be collected initially as part of the technological protocol, so passive consent may even be necessary in some cases. **The goal of simplified consent is to allow individuals to make active choices if they would like, but also enabling those that prefer to click-through or not engage, to do so without additional data collection or risk.** This layer of rights is also intended to break apart consent, or the act of making a choice, from transparency, which is a separate opportunity for individuals to receive and ingest information for many different purposes.

The additional rights that this layer confers are the ability to revoke consent, and the right to correct data errors. Important considerations for this tier are, as always, implementation. A revocation of consent would mean that no additional information is collected, processed, or used by the entity. Revocation of consent should be simple to accomplish for individuals, and ideally could be tied to the right to transparency through a comprehensive platform that can provide both visibility and these elements of control. There may be situations when revoking consent would change the functionality of a product or service, which would need to be made clear to individuals. Deleting previously collected information will be discussed under **Tier 4**. The right to correction would mean that mechanisms are in place for individuals to flag, or dispute errors in data sets. This also means that there is a responsibility placed on entities, potentially within conduct standards, to verify and respond to correction requests. Verifying that correction requests are legitimate and true is essential to not only maintain accuracy, but also to prevent individuals from cherry-picking or altering the data available for sensitive cases, such as eligibility determinations.

While it is essential to verify the identity of the individual making the correction requests, it is also important to limit, to the extent possible, collecting additional data for this verification. Reviewing data, making corrections, and authenticating themselves should also not be too burdensome on individuals. The identification and correction of true errors benefits both individuals and businesses, but if systems are not accessible and easy to use, uptake will likely be limited. Ideally the processes for correction can also be tied to the same tools used for transparency and revocation. A balance would need to be struck between providing summary information to fulfill a transparency right in some situations, while providing the necessary detail in other situations to enable granular correction. Finally, the right for individuals to correct errors is distinct from an expectation within conduct standards that entities maintain accurate data, though they are compliments to each other. There may be proactive opportunities for individuals to correct information, but entities would still be expected maintain policies and procedures to monitor and promote accuracy, and investigate evidence of data errors as a normal part of doing business. An individual correcting errors would not imply that a conduct standard of accuracy was not upheld, instead it is a subsequent opportunity to improve.
The next tier of rights are portability and exportability. These are separated to indicate two distinct, but equally important elements of the right to move information between entities. Portability indicates a right to transfer data from one business at a single point in time, in order to switch between service-providers or start a new business relationship. Ideally, this enables businesses to compete, irrespective of the length of a relationship, and therefore, of the amount of information they may have collected from individuals. Exportability refers to ongoing transfers of information between two connected entities, both of which have relationships to an individual. This ongoing transfer right enables new services to connect to information where it is already stored, rather than collecting it separately, and could reduce the need to copy and store the same information in multiple places by creating the assurance that entities can access the minimum data needed for particular activities at the time that they are needed. Minimizing the amount of data that are created, replicated, and stored can lessen risk to individuals and reduce some of the compliance load on entities. The right to portability and exportability are new additions to the baseline of FIPs, but could serve policy goals around competition, and would hopefully incentivize secure, interconnected relationships between entities. Important considerations for these rights are expectations on the timing and structure of both one-time and ongoing data transfers. It is also important that the timing and format of these transfers align to the necessary use case in order to maximize their value to individuals.

A key distinction of this framework, which will be discussed in more detail below, is that this tier of individual rights is not conferred across all data and activities. The right to portability and exportability would not apply to information that has been permanently de-identified within an entity, and is considered non-sensitive. As discussed earlier, there are few ways to permanently accomplish de-identification today, but this carve out is intended to incentivize businesses to develop, and shift to more robust anonymization techniques and implement internal, technical barriers to re-identification. If companies can no longer identify information to individuals internally, then they could not comply with requests to port or export that information. Sensitive data would be subject to this right, because while sensitive information is ideally kept in secure formats it may also be important to allow individuals to use the most secure technology available to move this information to new locations in order to reduce replication. The additional reductions in the availability of this right are around data that are inferred, such as consumer profiles, or algorithms that are trained on data. Individuals would still have transparency into the development and use of inferred information and trained algorithms, and be able to take actions around them, such as consent and correction where relevant, but these types of data have more business resources added to them and therefore could be considered the intellectual property of organizations. Hopefully excluding these more value-additive data types from the right to portability and exportability can support competition and innovation goals. Individuals themselves could still provide inferred information directly to new entities, but the scale of transfers and the additional information that may be packaged with it would be reduced.
Additionally, if businesses themselves want to elect to make these categories portable or exportable to other entities they could always differentiate themselves by doing so.

**TIER 4 – DELETION**
The next layer in this conceptual structure is deletion. This concept is also new to the original FIPs framework, and was introduced in GDPR as the “right to be forgotten”. While this right is important, and could potentially help reverse some of the data proliferation that has occurred thus far, this research suggests that there may be value to limiting it based on certain factors. Many financial consumer protection requirements, such as identity verification and fraud monitoring, require the retention of data. Additionally, current technological innovation, such as machine learning, requires large amounts of data to train predictive models. Some of machine learning models are also designed to retain or revisit original information. Implementing a blanket right to deletion could immediately come into tension with these regulatory requirements, security needs, and valuable innovation. Therefore, in this structure the formal right to delete is limited to instances when data are stored for secondary or tertiary uses of information, but it could apply to primary use cases wherever possible. To further incentivize the development of new technologies that more securely anonymize information, the right to delete would not apply to data that is permanently de-identified within companies, and non-sensitive, but as stated throughout this report, more research is needed to define a more secure threshold for “de-identification”.

**TIER 5 - GRANULAR CONSENT**
As described above, the right to, and expectation that, individuals provide granular consent for proposed data activities is intentionally limited in this framework. While confined to only certain cases, this right would create a detailed level of consent for individuals to proactively opt-in to only new uses of previously collected data, or additional data collection by an entity that is not necessary for the original product or service. This more intensive form of consent requires additional time and attention on the part of individuals. This friction would only be necessary as data collection, processing, usage move further away from the primary product or service sought by the individual, and there would still be an expectation that new activities are safe and necessary for the secondary or tertiary purpose. An example of granular consent might be an individual selecting among specific data, or categories of data they are willing to consent for new uses, or selecting among new activities that an entity wants to engage in. Retaining this more intensive form of consent is meant to respond to growing concerns about data activities that are significantly removed from the original product or service requested, in particular, unseen companies extracting value out of data in ways that are not reasonably expected by individuals can feel unfair and create mistrust in broader information systems. Introducing friction at the moment when activities move away from what may be reasonably expected is intended to alert individuals to this activity, and allow them to judge for themselves whether the activities and value exchange are reasonable. Introducing this type of consent and additional friction is meant to retain the potential to innovate with data, but with more individual involvement.
There is still the potential that individuals will just click-through granular consent requests, which is why, again, consent is meant to work in tandem with the individual data protection foundation. Even in cases where there are downstream uses of information, legitimacy, conduct, and security would still be expected. This is also intended to reduce the management burden on individuals by not requiring detailed, granular engagement for more standard digital interactions, while streamlining business requirements if they are only engaging in primary, necessary activities. More research is needed across both simplified and granular consent to understand how to effectively engage those individuals who wish to participate in these active rights. Furthermore, work is needed to understand how to effectively communicate the complexity of data activities within both the rights to transparency and granular consent, while still easing the management burden on individuals.

**TIER 6 – COMPENSATION FOR DATA**

The final potential right is direct compensation for data. As discussed in Part 1 under, *Reframing from “Data Ownership” to “Data Rights*, treating information as a commodity for individuals is difficult to implement and may have unintended consequences if done on a large scale. On a small scale though the concept of paying individuals to provide information or exchanging data for services is not unprecedented. For example in research individuals are frequently paid to take surveys. In order to mitigate the challenging externalities of large-scale, direct individual compensation for data, this framework limits the right to be compensated to only tertiary uses of information, such as marketing or downstream resale for monetization. Like the idea of granular consent, this right is intended to increase individual agency and choice if information is used and reused for purposes beyond the original product or service they signed up for.

**Variation of Rights for Risk and Purpose**

This section is intended to provide the necessary nuance and customization required to effectively implement the bundle of individual data rights described above. This part of the framework approaches varying available rights based on three key factors. The first factor is the type of data, defined by how much involvement a business has had in the development of the information itself. The second factor is the distance from the original purpose of collection that an individual would reasonably expect to occur, and the final factor is the relative risk of the data and the format that it is stored in.

**Data Type:** The types of data outlined here are intended to describe different levels of individual and business contributions that go into creating pieces of information. The types considered are: “provided”, “collected”, “inferred”, and “trained algorithms”. “Provided data” refers to information that an individual enters onto a form, or provides directly to an entity. Collected information are data that have been generated through an individual's interaction with technology—this encompasses transaction data from the use of financial products, health data from step or heartrate monitors, or other information that is passively observed about individuals. “Inferred”
data is entirely new information, created through proprietary techniques, but based on provided or collected information—this includes a company’s proprietary analysis of data, and the insights they gain from that analysis. Examples of this are credit scores or customer profiles. “Trained algorithms” are the models that are created using large stores of provided, collected, and inferred data to identify patterns, make predictions, and much more. The categories of “provided” and “collected” data represent more limited activity on the part of businesses in the actual creation of new information, and are more closely associated with direct actions taken by individuals. Individual rights are strongest with these two types of information. Inferred data and models that are produced by businesses, have more intellectual property input into them, and therefore some individual rights, such as the right to portability/exportability and deletion, may be limited to preserve competition and incentivize innovation. There may be exceptions where inferred data are widely used and shared, such as credits scores, and therefore porting or exporting them to competitors is no longer a business concern or it may even be required by law. There are also categories of data that are inferred by businesses but could still warrant additional rights, such as portability/exportability. An example of this are customized fees that individuals are charged for products.

Fees may be tied to a unique customer profile that a company builds, but the ability to easily share that information can also help individuals compare prices and find better products for themselves. Cases like this warrant additional consideration, but individuals can always provide that kind of data directly to companies rather than porting it between entities directly. Even in cases of more business input though, entities would still be expected to comply with the broader tiers of data rights such as transparency and simple consent. Businesses can also always differentiate themselves by providing additional rights to individuals beyond what is suggested in the framework.

**Data Purpose:** This distinction wrestles with the tensions that have arisen around fair-value exchange for data, and reduces the active management burdens on individuals when data activities are solely in service of the original product or service. Primary uses capture data activities that are necessary to deliver the product, service, or content that an individual is seeking. This definition includes essential business partnerships as well as activities that are necessary to comply with legal requirements. The necessity of those activities and partnerships would be tested through the legitimate purpose expectation described in the section, *The Limitations of Individual Consent*. For these more straightforward and frequent situations, the framework does not provide for certain individual rights in order to reduce the active management expected of individuals.

The focus on primary purposes could also reduce the management burden on companies to provide the higher tier rights, hopefully incentivizing a clear delineation of how, and why, information, processing, and partnerships are needed prior to activities occurring.
Figure 5. A Data Governance Framework
A summary of how the data rights pyramid could be used in tandem with other considerations around data type, data purpose, and data sensitivity.

<table>
<thead>
<tr>
<th>Data Types</th>
<th>More Sensitive</th>
<th>Less Sensitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Purposes: Necessary for the product or service, legal requirements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provided and collected data</td>
<td>Tiers 1 - 3, 4*</td>
<td>Tiers 1 - 2</td>
</tr>
<tr>
<td>Inferred data</td>
<td>Tiers 1 - 2, 4*</td>
<td>Tiers 1 - 2</td>
</tr>
<tr>
<td>Trained algorithms</td>
<td>Tiers 1 - 2</td>
<td>Tiers 1 - 2</td>
</tr>
<tr>
<td>Secondary Purposes: Product Improvements, unnecessary partner transfers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provided and collected data</td>
<td>Tiers 1 - 5</td>
<td>Tiers 1 - 2, 5</td>
</tr>
<tr>
<td>Inferred data</td>
<td>Tiers 1 - 2, 4 - 5</td>
<td>Tiers 1 - 2, 5</td>
</tr>
<tr>
<td>Trained algorithms</td>
<td>Tiers 1 - 2, 4 - 5</td>
<td>Tiers 1 - 2, 5</td>
</tr>
<tr>
<td>Tertiary Purposes: Marketing, downstream monetization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provided and collected data</td>
<td>Tiers 1 - 6</td>
<td>Tiers 1 - 6</td>
</tr>
<tr>
<td>Inferred data</td>
<td>Tiers 1 - 2, 4 - 6</td>
<td>Tiers 1 - 2, 5 - 6</td>
</tr>
<tr>
<td>Trained algorithms</td>
<td>Tiers 1 - 2, 4 - 6</td>
<td>Tiers 1 - 2, 5 - 6</td>
</tr>
</tbody>
</table>

*Tiers uphold the deletion right unless there is a legal requirement to maintain the data. For example, for tax reporting, ESIAA compliance, a court order, etc.
Secondary uses of data are defined as tangential to, but not necessary for, the original product or service. An example of this would be developing new product functionality. It is also important for companies to differentiate in partnerships when it is truly necessary to transfer data to new entities. A partnership may be necessary to provide a particular product or service, but transferring data directly to that partner or them storing that data may not be necessary. For example, if a partner keeps a copy of data provided for a one-time analysis that would fall outside of the primary purpose of the relationship and use case. Creating this distinction is intended to incentivize companies to build partnerships that do not require additional visibility into, and retention of, data, but more research is needed to understand the breadth of data management processes across various service provider relationships, especially as technology evolves.

Tertiary uses indicate that data are being leveraged completely outside of the original relationship and intent, such as re-sale to an external, unaffiliated party to generate revenue. Evidence suggests that individuals are primarily concerned about entities that they are not aware of. The exchange of value becomes more opaque as information transitions away from the entity that an individual first engages with, therefore this layering of data purposes is intended to strengthen rights, and the choices available to individuals as information moves downstream of its original purpose and relationship, without creating explicit prohibitions on activities.

**Data Sensitivity:** This is divided into only two categories of more or less sensitivity. More sensitive data is the broader category and captures both “identified” and “identifiable” data as well as information that may be deemed especially risky, such as account and routing number or health status. The category of lower risk data refers to information that has been permanently de-identified internally, meaning that entity cannot re-link the data to specific individuals. Today, many companies can re-identify and use data with few restrictions beyond internal process controls, such as employee access levels. For low sensitivity data and formats individual rights are reduced, and entities retain more control over data. This framework is intended to create an incentive for entities to use technological barriers, instead of process barriers, to re-identification, and ideally reduce the potential that internal misuse of data can impact individuals.

Unfortunately, there is always the potential for data breaches, and malicious, external re-identification of data, despite high-quality cybersecurity and advanced internal de-identification techniques. Therefore, for data to fall within the low sensitivity category, entities would not be expected to guarantee that data could not be re-identified in the event of an external breach. Because of the constant risk of external attack and data loss, this category also calls out particularly high-risk information. For information to fall within the low sensitivity category, which shifts the balance of control towards entities, it cannot be high-risk data. This classification of higher-risk data has been done by other countries which could be used as a reference. For example, biometric data, which cannot be changed, could be categorized as high-risk.
Across this report, the more stringent requirement for technical barriers to internal re-identification is not intended to restrict internal re-identification. If data need to be re-identified as part of the necessary use case that is absolutely acceptable, it just comes with a responsibility to provide stronger active individual rights. The goal of this is to create choice for entities: to focus on permanent, verifiable de-identification and the use of less risky information, or the provision of rights such as portability, exportability, and deletion, which necessarily require an association to an individual. Because of the intended permanence of internal de-identification, the framework does not contemplate information moving from the category of less sensitive, and less individual control, to more sensitive and more individual control.

This bundle of active data rights is one potential structure intended to balance tradeoffs and align incentives broadly, but additional individual rights may be warranted, or not, depending on particular situations and sector-based needs. This framework strives to strike a balance between principles and prescription, while leaving much of the details open for discussion and refinement by stakeholders. These ideas are intended to evolve through ongoing discussion, and, as ideas are implemented, categories and approaches will likely need to adapt to be effective in practice. Additionally, and has been stated throughout, any data governance should be revisited over time to respond to broad social and market changes. For example, the scope of both protection and rights could be revisited if new anonymization technology are developed, tested, and implemented.

Finally, this concept of data rights is intrinsically linked to data protection, and therefore developing them together is beneficial for the overall approach. For example, areas where alignment is necessary between individual data protection and active data rights include:

- A business responsibility of accuracy and a right to correction. A responsibility for data accuracy may be included as part of a broad conduct standard, and an active right to correction would also enable individuals to flag and correct data where possible. The fact that an individual corrects information does not automatically mean that a company is not meeting an accuracy responsibility.

- A legitimate purpose expectation, and the provision of transparency and consent rights. The details of a legitimate purpose expectation can be part of communication to individuals under their active rights to transparency and simple or granular consent.

- Conduct expectations around data retention and an active right to deletion. If individuals are aware of reasonable deletion timeframes that are built into conduct standards they may not need to use their active data right of deletion.
Technology and Business Models to Support Individual Data Rights

While this paper offers for consideration broad policy interventions to address data protection and data rights, there is a simultaneous need for both technology and business design that can support and facilitate these kinds of proposals. The frameworks described above are intended to incentivize this kind of innovation while also benefiting from it, and this section explicitly calls out areas where new models and technologies could help facilitate collective data governance goals.

Technology for Individual Data Protection

Technology has transformed many aspects of our lives, and a significant contributor to that innovation has been the ability to gather and leverage new information. While the use of large amounts of data remains valuable, there is a growing movement to explore how data activities can be more deliberate, secure, and private, all while retaining the benefits that new information can provide. There has been an increase in privacy-focused technology to help facilitate compliance in the wake of GDPR and CCPA, as well as a broader conversation around “privacy-enhancing technologies” (PETs) that is driven by increasing market demand and forward leaning companies. There is no uniform definition of PETs, but they are broadly defined as technologies that help achieve the goals of data protection. An important element of PETs is shifting some of the conduct processes away from human implementation, which can be variable and qualitative, and towards consistent and readily auditable technological systems. Encryption is an example of a well-known and long-standing PET. Notable, newer PETs include differential privacy, secure multi-party computation, and homomorphic encryption, among others. These new techniques span two important elements of data protection: de-identification and encryption. De-identification is the process by which data ideally can no longer be associated with an individual, while encryption refers to scrambling or hashing of any information so it is unintelligible without an encryption key to decode it. Encryption can protect both identified, and de-identified information.

Differential privacy is an anonymization technique that enables businesses to determine, and adjust, the probability of data re-identification. At its core differential privacy inserts fake data among real data, or randomizes information to obscure individual identities. This is distinct from traditional de-identification which removes pieces of real data in order to obscure identities. Differential privacy still allows for analysis to be done on data through averaging information, but data that been de-identified in this way cannot be re-identified simply by combining data sets. While this technology is not effective for use cases that require identified information, for data processing that only needs averages, such as website improvements, this could be a powerful option.
A related tool is local differential privacy, or on-device analysis. In this process randomized or fake data are inserted before they leave a physical device, for example a cell phone. This means that the company collecting the information never receives the true, identifiable data set. While differential privacy may be more secure if data is lost in an external attack, local differential privacy also creates a barrier to internal misuse of information. This technique is dependent on the availability and quality of physical devices, and it does not prevent problems such as bias stemming from a lack of representative data or algorithm design. Together though, differential privacy, and local differential privacy have demonstrated new methods for more securely de-identifying information, and creating a technological barrier to re-identification of data even internally within an organization. While this is positive for individual data protection, there are also ethical considerations around the potential need for law enforcement to access true underlying information. More work is needed to delve into these ethical and technological considerations.

Secure multi-party computation is a form of cryptography that involves breaking apart data, and storing and analyzing those pieces in different locations. The goal of this technique is to not give any one party complete access to an identifiable data set. This technique could potentially facilitate partnerships where less data can be shared, but joint work can still be completed for business needs. Technology like this could enable service providers to create value for their clients without the additional risk of copying and storing data directly. Another PET that is commonly highlighted is homeomorphic encryption. This depends on advances in computing power, but it enables businesses to perform analysis on encrypted data, and only unencrypt the end result. Typically, data has to be unencrypted in order to perform analysis on it, creating additional risk or breach or misuse during processing activities. With homeomorphic encryption, there is a potential that data could be permanently encrypted, and therefore remain anonymous to business partners and even the original company, while still enabling analysis and value to be extracted.

Finally, and importantly, application programming interfaces (APIs) are a technology that can help improve overall data protection. APIs enable software at different firms to connect, and securely share data. This technology allows partners to set clear expectations for what information will pass between them at a particular cadence, while creating a record of that activity. This is in contrast to the data-sharing technique known as screen-scraping, which utilizes software to "read" webpages, and create copies of information displayed. While both APIs and screen-scraping may create copies of the data being transferred, APIs can provide ongoing connections that negate the need for storage, they offer more control to businesses sharing data, and they can create digital records to enable oversight of, and compliance with, a data protection framework.

A final, and likely essential, role that technology can play in broad data protection is through automated monitoring of data activities. If technology can be leveraged to record activities, such
as tagging and tracing data as they flow between entities, then the resource burden of extending the oversight perimeter across more entities, could potentially be reduced.295

**Technology to Enable Active Data Rights**

Technology can be leveraged to not only facilitate broader, and more effective data protection, it can also be used to make data rights more accessible and actionable for individuals. Current examples of this are platforms, or “dashboards” being developed by banks,296 and data aggregators297 that allow for individuals to see what data they have consented to share, and with whom. These kinds of connected services can help support the entire bundle of rights by providing a consolidated holistic view into data activity, and ideally reducing the number of separate actions individuals need to take across companies. While these services hold promise, they remain limited in their connectivity. A key challenge is that many of these dashboards only give insight into data shared from the entity providing the dashboard. There is a vast number of additional locations where individual information is collected, but those may not be reflected in dashboards if they are created solely at the entity level. Additionally, the control exerted by individuals within the tools, such as revoking previously provided consent, typically only apply to the entity that provides the platform. For example, if an individual wishes to revoke consent for data activities, a financial institution dashboard can limit the sharing of future information, but cannot necessarily restrict activities on data that have already been provided to other entities. This means that currently data control through these tools is limited to be-spoke technology, connections, and agreements.

Another technical opportunity that could potentially be leveraged to support data rights, in addition to data protection, are digital identities. Verifying who individuals are in digital interactions is essential in financial services, and beyond. Currently, identity is verified at the beginning of a relationship, usually through the collection of multiple pieces of information, including government provided identification. After that initial verification, individuals must be constantly re-identified when they come back to a website or application. Confirming that a new login is the original individual who signed-up is much more difficult in online interactions, and it typically involves matching a significant number of different data points to confirm that it is not only the correct individual, but that it is a human logging in rather than software programmed to imitate real logins. Information matching can range from just confirming that the individual possesses the correct username and password that were previously provided to them, to capturing IP addresses, keystrokes, location, and much more. All of this activity requires significant data collection and data storage, and yet fraudulent actors continue to gain access to digital systems. The Financial Crimes Enforcement Network (FinCEN) estimates that there are billions of usernames and passwords, as well as sensitive personal information, currently exposed to fraudulent actors,298 which can be used to gain access to online accounts.
Due to the complexity and challenge of authenticating an individual’s physical identity, online there have been a number of systems, and proposals, developed to create unique digital identifiers. Digital identities can take many forms, but ideally they can limit the need to collect and store increasingly more information in order to authenticate individuals. These systems have been primarily created in two ways, as a centralized government utility or by using a decentralized, distributed ledger, or blockchain. One of the most well-known digital identity systems today is India’s Aadhaar program. The program was designed to be used both physically and digitally, and it was created by gathering demographic and biometric data from every Indian citizen, and then assigning them a unique 12-digit number. Other examples of government based systems include a digital driver’s license, which is being explored by U.S. states, and a national utility to help banks comply with financial Know Your Customer (KYC) regulation in Singapore. The value of centralizing this kind of identification with governments is that governments typically provide and manage physical forms of resident or citizen identification already, and the incentives between governments and individuals are hopefully aligned around keeping the underlying information secure and confidential. There are also private companies that are exploring how to provide and use centralized digital identities, but more work is needed to understand what scale is needed to not exclude diverse populations, and what the appropriate oversight mechanism should be for such a fundamental system existing outside of the government. The additional challenge with centralized systems is that they create one central point of attack or weakness, and they are vulnerable to corruption.

An alternative to centralized systems is using distributed ledger technology to create digital identities. A number of private entities and consortiums have been established to provide this service, and, while they vary in their design, the underlying concept is that the pieces of information that comprise an individual’s identity are stored, verified, and updated on a shared record across a number of different entities. These kinds of systems hold potential because they are not dependent on any one entity for functionality or protection. Another important element of these systems is that they could allow individuals to break apart and share limited pieces of their identity depending on what is needed for particular situations. For example an individual could share a confirmation that they received a particular education degree with an employer, while withholding other information such as their home address. Similar to the challenge of digital identity provided by one company though, these systems need scale to be truly effective. To be a ubiquitous identification system, a strong majority of individuals need to have their identities on the system, and a majority of entities that need identity verification and authentication have to accept the system, otherwise both groups will default to old forms of identification that require constant data collection and use.

Both centralized and distributed identities are still early in their development, and more work is needed to explore the potential of these kinds of systems to both protect individual data and enable active rights. The Federal Reserve Bank of San Francisco is embarking on a follow-on
research project through 2020 and 2021 focused on the potential of privacy-enhancing technologies and data infrastructure to support data governance structures.

**Aligning Business Models**

While data governance principles, and technological innovation, can be developed and disseminated through both public and private efforts, there is an important, and unique, role for the private sector to play in aligning business models more closely with individual preferences around protection and active rights. Businesses develop where there is market demand, but that does not necessarily mean direct demand by individuals. In the data ecosystem there is significant demand for information among companies in order to design better products, market to new customers, and compete with rivals. But this focus on business-to-business demand can drive data activities that are disconnected from individual's own need for data, and their preferences with regard to privacy.

There is a growing role for investors to play in identifying and supporting business models that are more aligned with individuals' preferences, rather than focusing on broad data collection and use for business to business monetization. It is important to examine when entities are making choices on behalf of individuals, such as collecting data without truly informed consent, and when their profits may be dependent on those kinds of systems. More work is needed in the investor community, between partners, and within companies to more clearly identify when profit incentives may run contrary to individual preferences with regard to data.

The current state of data proliferation and unfettered usage is not inevitable, and there is a potential that businesses and systems could default to less data activity, without sacrificing innovation or competition. The private sector, and the funders and organizations that support those businesses, have an opportunity to restructure digital ecosystems to focus more on individual needs for information, rather than opaque revenue generation, and this shift could be beneficial across sectors and policy goals.

**Conclusion and Areas for More Work**

This report proposes a radical shift in how the U.S. approaches data. For the reasons outlined throughout the paper—the importance of individual agency, the challenge of relying on market forces, the resources required from individuals to engage, the risk of entrenching bias and inequality, and the multitude of interrelated policy goals—it may be time to govern the digital realm more directly. Unfortunately, given the unique complexities of data, effective governance likely cannot depend solely on current law. As this research demonstrates, there is value, and hopefully efficiency, in establishing a consistent baseline of individual data protection across all individuals and entities in the U.S. Furthermore, a complementary active data rights regime could work in tandem with data protection to empower individuals, achieve a number of
interrelated policy goals, and help to more closely align the use of information as a national economic resource, with individual wellbeing. As much as possible it is also worth considering what elements of data governance can be harmonized with international systems. Data easily flows across country borders, and harmonizing approaches can be beneficial for trade and global community, but given the wide variation in cultures and government structures, variations across countries may be necessary and potentially inevitable.

The concepts and designs included in this report are not meant to be prescriptive, but rather another step in a broad conversation around the evolution of data governance in the U.S. among policymakers, regulators, market stakeholders, advocates, and researchers. There is growing consensus around many of these concepts, but more work is needed to continue to flesh out the details, and tradeoffs, of implementation.

Specific areas for further work and consideration include:

- How a legitimate purpose expectation would be defined and overseen.
- How much proportionality is warranted and safe within a broadened perimeter of regulatory oversight.
- How to best use supervision versus enforcement tools in data governance. Supervision requires significant resources and expertise, while enforcement means that some harm has occurred prior to a correction occurring.
- Which forms of remedies (such as a private right of action, fines, etc.) will work best to both reduce data harms, and rectify them if they occur.
- The development of better systems to quantitatively measure the cost of data-related harms to individuals and society.
- The development of better forms of communication and tools for data activities, with a focus on accessibility, and empowering individuals to act upon rights.
- A deeper exploration around the potential roles for trusted intermediaries, with a particular focus on aligning incentives and making them equally accessible to diverse populations.
- More research on the needs and preferences of diverse populations around technology and data.
- How to integrate policy considerations around the use of algorithms in decision-making into a broader data governance framework. This could take the form of expanding data rights into a consideration of “digital rights”.
- The creation of systems to monitor the impact of new laws such as CCPA, in order to incorporate lessons into a broader effort.
- Further refinement of the concepts presented in this report, and across the data ecosystem, as well as eventual codification and implementation. This could take the form of a dedicated task force, an implementation entity, or even a new federal data-focused agency.
• How physical data infrastructure is currently structured, owned, and used; and how that structure could support or impede policy goals. In addition to research on privacy-enhancing technologies, this is an area where the SF Fed will focus ongoing research through 2020 and 2021.

The COVID-19 global pandemic has further highlighted how essential data governance is to enable society to use information while keeping individuals protected. As the crisis unfolds through 2020 and beyond it will be more important than ever to debate and refine the questions and considerations raised in this paper.

The Federal Reserve Bank of San Francisco looks forward to continuing to participate in this ongoing, nation-wide dialogue.
Appendix A - Definitions

Definitions are not intended to be statements of fact, but provide clarity on these terms in the context of this report. Where relevant, definitions have been pulled directly from entity mission statements and materials.

**Aadhaar:** An Indian national digital identity system based on biometric and demographic data.

**California Consumer Privacy Act (CCPA):** A California law passed in 2018 which aims to enhance consumer privacy rights and protections for California residents in relation to personal data.

**Data access/transparency:** The ability or authorization to view what consumer information is being collected, and/or stored, by an entity.

**Data consent/permission:** A consumer’s decision regarding data (could be permission to initially collect or use information, to port data, etc.).

**Data dividend:** The concept of consumers receiving a cash payment for the use of information related to them.

**Data Empowerment and Protection Architecture (DEPA):** An initiative by the Indian government to create country-wide data infrastructure for the use and maintenance of consumer information.

**Data fiduciary:** An entity with a legal and/or ethical obligation to act in the best interest of individual consumers with regard to data.

**Data portability:** The ability to provide consumer information stored at one entity to another, unrelated, entity. Commonly associated with technical standards to facilitate the provision of information between entities.

**Data at rest:** Information that is not currently being used by an entity, and is stored in a digital format.

**Data in transit:** Information that is flowing with a single entity’s network, or is flowing in a network between multiple entities.

**Differential privacy:** The ability for computer systems and algorithms to obscure whether an individual’s information was used in a particular output or computation.

**Digital identity:** Information used within computer systems to authenticate the user that is interacting with those systems.

**Digital phenotyping:** The identification of human traits through information on the use of, and interaction with, technical devices and platforms. (E.g. website browsers and mobile phones).

**Disclosure:** Information provided to a consumer regarding entity activities and/or decisions they may be authorized to make regarding those activities.

**Distributed ledger technology:** An immutable, synchronized digital record maintained through a consortium of entities.

**Encryption:** A code that is used in place of raw data to obscure, and therefore protect, sensitive information. Typically the code comes with an “encryption key” that enables conversion between the raw and coded data.
**Fair Credit Reporting Act (FCRA):** Regulates the collection of consumer credit information and credit report access.

**Financial Data Exchange (FDX):** A U.S. member-based organization across the financial ecosystem working toward enhanced consumer-controlled data through an API and shared technical standards.

**Financial Data and Technology Associate (FDATA):** A UK-based trade association with global chapters aiming to ensure consumer rights to access financial products.

**General Data Protection Regulation (GDPR):** An EU law passed in 2016 that aims to enhance data protection and privacy for all citizens of the EU and the European Economic Area.

**Gramm-Leach-Bliley Act (GLBA):** Requires financial institutions to explain their data sharing and protection methods and practices.

**Habituation:** A form of learning where people become less responsive to stimuli the more they are presented with that same stimuli. (e.g., disclosures).

**Health Insurance Portability and Accountability Act (HIPPA):** Protects the privacy and security of health information.

**Homomorphic encryption:** The ability to perform computations on encrypted information. Typically companies have to perform analysis on raw (unencrypted) data, which can leave it vulnerable to attack.

**Multi-party computation:** An analysis method that breaks apart the discrete tasks to be performed on information between multiple entities. The goal is for no single entity to have insight into the breadth of information being used.

**National Automated Clearing House Association (NACHA):** Oversees the ACH Network, the Quest Operating Rules for EBT, and Healthcare Electronic Funds Transfer.

**Open Banking:** A country-wide system for consumer-permissioned transfers of financial information between entities.

**Prescriptive Regulation:** A system of regulation that lays out detailed specifications and practices that business are expected to comply with.

**Principal-based Regulation:** A system of regulation that lays out broad but well-defined objectives that businesses are expected to comply with. Companies are responsible for the design and implementation of practices that meet the regulation.

**Privacy-enhancing technologies:** A set of technologies that seek to minimize the use of sensitive digital information without losing functionality.

**Section 1033 of the Dodd-Frank Act:** States that companies should make available to a consumer, upon request, information pertaining to their financial products and services in a usable electronic format.

**Time/delay discounting:** A behavioral economics term to describe the findings that people tend to value immediate rewards over future ones.

**Unfair, Deceptive, or Abusive Acts and Practices (UDAAP):** Practices that are defined as harmful to consumers financially and cannot be reasonably avoided.
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